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Analytic queueing networks constitute a flexible tool for the study of network flow. They are
simple to manipulate and their analytic aspect renders them suitable for use within an optimization
framework. This paper presents an analytic queueing network model which acknowledges the finite
capacity of the different queues. By explicitly modelling the blocking phase the model yields a descrip-
tion of the congestion effects and their scope upon the rest of the network. A decomposition method
allowing the evaluation of the model is also described.

The framework that we shall present can be applied to study pedestrian flow through circulation
systems (e.g. corridors) as in Cheah and Smith (1994). Traffic queues and airport operations are
also potential applications. Existing applications in other fields include the study of patient flow
throughout a hospital room network (Koizumi et al. (2005) and Cochran and Bharti (2006)), and the
study of criminals through a network of prison cells (Korporaal et al. (2000)). The paper is structured
as follows. The finite capacity queueing network (FCQN) framework is described, then an overview of
the possible analysis methods is given. The proposed model and decomposition method are presented,
followed by a description of their validation.

1 General Framework

A queueing network is composed of a set of linked queues, also called stations. Of interest is the study
of the flow of “jobs” throughout the network. A job is the generic name for the units of interest,
e.g. a vehicle or a pedestrian. A vehicle traffic network can be studied by using this approach: the
jobs denote the vehicles and the stations are the locations where between-vehicle interactions are of
interest. A station can represent for example a signalized intersection, where vehicles are served as
they traverse the intersection. We first describe the general process that a job goes through upon
arrival at a station. Station ¢ has ¢; parallel servers. The total number of jobs allowed in the station
is called the capacity of the station, K;, the buffer size is K; — ¢;. Jobs arriving to station ¢ are either
served immediately or queue until a server becomes available. Once a job is served it is routed to
its next station, p;; denoting the probability that a job at station 7 is routed to station j. If this
downstream station is full the job will be blocked at its current station until the downstream station
becomes available. This blocking mechanism, which is at the heart of spillbacks, is known as blocking-
after-service (BAS). The jobs are unblocked with a First In First Out (FIFO) mechanism.

The most researched analytic queueing network model is the Jackson network model (Jackson (1957),
Jackson (1963)) which assumes infinite capacity for all stations. For real systems this infinite capacity
assumption does not hold, but is often maintained due to the difficulty of grasping the between-station
correlation structure present in finite capacity networks. This correlation structure helps explaining
bottleneck effects and spillbacks, the latter being of special interest in networks containing loops
because they are a source of potential gridlocks (Daganzo (1996)). In order to capture this correlation



and to estimate these congestion effects we resort to models with finite capacities. We now describe
the existing methods allowing the analysis of FCQN.

2 FCQN Methods

A first survey of FCQN models was made by Perros (1984), who later on also wrote a great histor-
ical overview of the research motivations and advances in networks with blocking (Perros (2003)).
A detailed introductory book was written by Balsamo et al. (2001). Surveys focusing on specific
application fields are given for the production and manufacturing sector (Papadopoulos and Heavey
(1996)), for software architecture performance (Balsamo et al. (2003)), and on retrial queues for the
telecommunications sector (Artalejo (1999)).

The joint stationary distribution of the network allows us to derive all network performance measures
of interest. Exact analysis of FCQN, that is exact evaluation of this joint distribution, is limited to
very small networks: single server 2 or 3 station tandem topologies (i.e. stations that are one behind
the other) (Grassman and Derkic (2000), Stewart (1999), Akyildiz and von Brand (1994), Latouche
and Neuts (1980)), If the network has a more general topology or an arbitrary size then approximation
methods are required.

The main motivation of approximation methods is to reduce the dimensionality of the system under
study. The main idea is to decompose the network into subnetworks and analyze each subnetwork in
isolation. The structural parameters of each subnetwork (e.g. average arrival and service rates) depend
on the status of other subnetworks and thus acknowledge the correlation with other subnetworks. The
main difficulty lies in obtaining good approximations for these parameters so that the stationary
distribution of the subnetwork is a good estimate of the marginal distribution of the network.

Given a subnetwork the distributional estimates can be obtained by either establishing a behavioural
analogy with a network whose distribution has a closed (and often product) form, or by exact numerical
evaluation of the global balance equations (these equations will be defined in section 3) which now
have a smaller dimension but are often non-linear. We have chosen the latter approach because it
allows us to preserve the network topology and its configuration.

Existing approximation methods have analysed simple subnetworks consisting of single stations, pairs
of stations and triplets. The most commonly used approach is a single station decomposition, which
dates back to the work of Hillier and Boling (1967) who considered tandem single server networks.
One of the most used approaches concerns single server feed-forward networks where each station is
modelled as an M/M/1 station (Takahashi et al. (1980)). An extension of this method to multiple
servers (i.e. M/M/c stations) is given by Koizumi et al. (2005). Here the buffers are considered
infinite for each isolated station and their average queue length updates the capacity of the predecessor
stations. This approximation holds if the capacity of adjacent predecessor stations can accommodate
this average queue length; this is checked only a posteriori. A method applicable to networks with
an arbitrary topology is given by Korporaal et al. (2000). The individual stations are modelled
as M/M/c/K stations for which closed form performance measures are used. As for the method
of Koizumi et al. (2005) the capacity of the stations are revised and the validity of these capacity
adjustments are verified a posteriori.

The Expansion method, proposed by Kerbache and Smith (Kerbache and Smith (1987), Kerbache
and Smith (1988)), was developed for networks of M/M/1/K stations. Here a network reconfiguration
expands all finite capacity stations to artificial infinite capacity holding stations, which register the
blocked jobs. This method was later extended to multiple servers and applied to pedestrian traffic
flows by Cheah and Smith (1994). A similar transformation where all GE/GE/c/K stations are



transformed into GE/GE/c stations, and thus the joint distribution is approximated by a product
form joint distribution, is proposed in Tahilramani et al. (1999). Single server networks with phase-
type service distributions have been proposed for tandem (Altiok (1982)) and feed-forward topologies
(Altiok and Perros (1987)). Jun and Perros (1988) have extended this work to an arbitrary topology
and have also considered general service times for an open tandem network in Jun and Perros (1990).
The use of a phase-type service distribution accounts for all possible blockings but as stated in Altiok
and Perros (1987) it requires the construction of very detailed phase-type service mechanisms, which
is rather time consuming, and may become computationally expensive for more complex networks
(e.g. multiple server stations). In these methods queue capacity is also augmented in order to allow
for storage of all predecessor station capacities. Few authors have considered subnetworks larger than
single stations. Two-station decomposition methods have been proposed by van Vuuren et al. (2005),
Alfa and Liu (2004), Lee et al. (1998), Perros (1994), Brandwajn and Jow (1988), Brandwajn and Jow
(1985). As an extension of the work by Brandwajn and Jow (1988), Schmidt and Jackman (2000)
proposed a three-station decomposition method. These methods can provide more accurate results
than single station decomposition, but are computationally more intensive as confirmed by Perros
(1994).

In order to acknowledge the finite capacity property of these networks the existing methods either
revise station capacities or vary the network topologies (e.g. including a holding station such as the
Expansion method). The revision of the station capacities renders them dynamic parameters. Thus
approximations need to be used to ensure their integrality and their positivity is only checked a pos-
teriori. Nevertheless we believe that a flexible and optimization-friendly model is one that preserves
the network topology and its configuration (number of stations and their capacities) as static parame-
ters. We are also interested in explicitly modelling the blocking phase within our analytical approach,
yielding performance measures such as the probability distribution of the number of blocked jobs in a
station, and that of the blocked time. Since we have not found methods with these characteristics we
have developed the method that we shall now describe.

3 Method

We now describe the decomposition method that allows the analysis of multiple server FCQN with an
arbitrary topology and blocking-after-service. The method is based on a decomposition of the network
into single stations whose structural parameters are approximated so that they can account for the
between-station correlation. The general process that a job goes through upon arrival to a station has
been described in section 1.

We decompose the network into single stations. Let 7; denote the stationary distribution of the isolated
station i. m; can be obtained via the global balance equations along with the use of a normalizing
constraint:

miQ; =0
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where @; is the transition rate matrix and S; is the state space of station i.
The transition rate matrix (); is a function of the following structural parameters:

e the average arrival rate, \;.

e the average service rate, u;.



e the average unblocking rate, [i;.

e the average probability of being blocked, Pif .

These transition rates are illustrated in figure 1.

Figure 1: Transition rates of station ¢

The aim and main challenge of decomposition methods is to appropriately approximate these struc-
tural parameters so that m; is a good estimate of the marginal stationary distribution of station i. We
now describe our approximation procedure. Hereafter all rates are average rates.

Arrival pattern
In most existing decomposition methods the arrival rate is obtained via the flow conservation equa-
tions:

A=t Z Pjij (2)
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where A7 and v; denote respectively the total arrival rate and the external arrival rate to station ¢,
and 7~ denotes the set of predecessor stations of 1.

We model each station as a two-dimensional M/M /c/K station (the distributional assumptions will be
detailed further on). For these models, known as loss models, the arrivals that arise while the station is
full are considered to be lost. Given an arrival rate \;, the portion of flow that is effectively processed
corresponds to \;(1 — P(N; = Kj;)); where N; denotes the total number of jobs at station i, and
P(N; = K;) is known as the blocking probability. We use this loss model information to approximate
the effective arrival rates to station i by:

A=+ Y X (1= P(N; = K;)) (3)
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where )\; is the effective arrival rate to station 7, 7; the external arrival rate and A} satisfy the flow
conservation equations (2). Inter-arrival times to station i are assumed to be independent and identi-
cally distributed exponential variables with parameter \;.

Service pattern

The state of a station is described by the number of jobs that are active, those that are blocked and
those that are queueing (waiting), i.e. N; = (4;, B;, W;), such that A; + B; < ¢;. Service time and
blocked time are each assumed to follow an exponential distribution with parameters p; and f; re-
spectively. For a given station all service times are independent and identically distributed, as are all
blocked times. By explicitly modeling both of these exponential phases, the number of jobs in front of
the servers becomes a two dimensional system (A;, B;) composed of the active and the blocked jobs.
We are thus in the presence of an M/M/c/K model with a two-dimensional state space.
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Figure 2: Service pattern. For a given station i, all servers serve on average at rate p;, jobs are
blocked on average with probability Pz-f , and are unblocked with an average rate of fi;. Accounting for
both the service and the possible blocking we obtain the average effective service rate [i;

The total time spent by a job in front of a server, called the effective service time, is composed of the
service time and with probability Pif of the blocked time. The average effective service rate, noted fi;,

is approximated by:
1 1 1
~==+pP/= (4)
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where Pif , the average probability of being blocked at station 4, is given by:
P/ =" piP(N; = K;) (5)
jeit
Figure 2 summarizes this service pattern. pu; is an exogenous parameter, whereas [i; needs to be esti-
mated. We now describe how this is done.

The average unblocking rate [i;
Blocked jobs can be seen as forming a virtual single server queue with a FIFO unblocking mechanism
as pictured in figure 3.
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Figure 3: Unblocking process. Here we illustrate how the blocked jobs behave as a virtual queue
for their next station. This is the main idea underlying the estimation of the unblocking rate. The
downstream station j is considered to be full. The squares within each station represent the parallel
servers, the filled squares denote blocked servers (i.e. blocked jobs).

Let TZZ denote the blocked time at station ¢ due to station j. fi; is given by:

== 3 puBITY) (6)
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Let us detail the main underlying assumptions in this approximation. If station j is blocking jobs
at predecessor stations, it is therefore full and is serving at rate jijc;j. 7;; denotes the proportion of
arrivals to station j that arise from station 7. The unblocking rate of jobs at i due to j is thus given by
rijftjcj. The estimation of the expected blocked time is a function of the expected number of blocked
jobs at ¢ due to j, denoted E[B;;]. At station i we assume that the proportion of blocking that is due

%. Thus E[B;;] is approximated by F [Bi]%.
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to a downstream station j is given by

In this method p;;, 11s,v; are exogenous parameters. The set of equations 1-7 are solved simultane-
ously for all stations in order to obtain the distributions {7;};, which allow us to derive the performance
measures of interest.

4 Validation

This method has been validated by comparison to both pre-existing methods and to exact models.
Validation versus the methods described in Kerbache and Smith (1988), Altiok and Perros (1987),
Boxma and Konheim (1981), Takahashi et al. (1980) and Hillier and Boling (1967), has been carried
out on tandem 2 station, tandem 3 station and triangular topology networks with varying buffer
sizes and service rates, namely under high intensity traffic. Validation has also been carried out by
comparing to a theoretical upper bound of the throughput of a tandem 2 station network given by
Bell (1982). Comparison with results obtained from exact models has been carried out on both a
tandem 3 station and a triangular topology. This has allowed us to validate distributional information
concerning blocked jobs, which will be used in the description of congestion effects. In both types of
validation the results are very encouraging. These results are available and will be presented. This is
an ongoing project and we are currently working on the application of this method on a large scale
case study which will also be presented.

5 Conclusion

We have presented a method allowing the analysis of network flows via the use of analytic queueing
networks that acknowledge the finite capacity property of the real system. The network is decomposed
into single stations which are analysed individually. The between-station correlation is captured via
structural parameters. Unlike pre-existing methods the network topology and its configuration are
preserved throughout the analysis, this renders the method suitable for use within an optimization
framework. The originality of this method also lies in its capacity to explicitly model the blocking
phase that jobs may go through under congested traffic conditions.
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