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Abstract—This paper proposes a reliable and secure streaming media is a case where latency is of paramount
broadcast protocol for ad hoc wireless networks. Since jmportance. Energy is usually an important issue espe-
coding and security compete for the same resources, Wecjg|ly for battery constrained networks. In this paper,

jointly solve for reliability, availability and integrity for .
a broadcast scenario. Packets sent by the source nodeWe consider the case that a large amount of packets

would travel in a hop-by-hop fashion to the other nodes. (0f order 1000 or more) have to be broadcasted in a
Hence, it is critical to reduce the number of transmissions multihop wireless network while requiring robustness
and latency. We assume Byzantine attacks in which the against Byzantine attacks, reliability, energy-efficignc
adversary can drop (or modify) legitimate packets and 5nd [ow latency.

inject its own packets via several insider nodes. We require . . . N )
that the source data is reached to all legiimate nodes VW€ Will consider Byzantine attackers (insider ad

in the presence of any number of colluding Byzantine Versarial nodes with the same authority as any other
attackers as long as the legitimate nodes are connected.legitimate node). Typical attacks the insider attackers
We also require that each receiver node in the network may launch to interfere with the normal operation of
to be equipped with a mechanism to verify the source 5 proadcast protocol are:

node and the integrity of the received packets using limited ] - .
cryptographic primitives. It is essential that every node ¢ Data Drop: An insider node drops a legitimate

receiving a malicious packet immediately filters it out and report on the forwarding path toward the sink.
uses only the legitimate ones for forwarding to the nexthop ~ « Bogus Packet Injectiorand Packet Modification:
and decoding. Designing a broadcasting mechanism that The adversary injects bogus packets or modifies the

satisfies all the above requirements is a very challenging contents of legitimate reports.
problem. We develop an authentication scheme, using a . . .
reliable and energy-efficient broadcasting protocol calld  Cryptographic services required to prevent these attacks

Collaborative Rateless Broadcast (CRBcast) and limited aredata availability and data authenticity respectively.
cryptographic primitives. On contrary to the previous We note that, routing attacks via colluding multiple
schemes, our scheme is resilient with respect to Byzantine Byzantine nodes cannot be mounted on the proposed

failures as well as routing and flooding attacks and protocol
exploits. Moreover, we compared our scheme with the scheme. In our scheme, nodes broadcast the packets

previously proposed broadcast authentication schemes and t0 their neighbors. Hence, we are not using any fixed
showed that our scheme outperforms them in terms of routing. As a result, our scheme is not vulnerable to the
efficiency. This is a crucial improvement over the previous routing attacks.
schemes that ensure availability by flooding, but with very In this paper, we design a scheme, callkegthenti-
large communication overhead and latency. cated Collaborative Rateless Broadcd#uCRB), that
provides the aforementioned security services with mod-
erate communication and computation overheads. We
Efficient network-wide broadcasting is an importanpropose to combine rateless information delivery mech-
issue in wireless networks that attracted a lot of attentioanism [1], [2] with probabilistic relaying to develop one-
Some important factors that influence the efficiencyp-many multi-hop communication protocols for reliable
of a broadcasting scheme can be listed as followingnd time-critical content delivery in ad hoc networks.
Reliability, defined as the percentage of nodes in thfurthermore, we require that our broadcasting protocol
network that are able to retrieve the data, energyneet the low power, low memory, and low processing
efficiency, complexity, scalability, and latency. Based orequirements of devices while introducing a minimum
the application, some factors might be more importardtency.
than others. For example, for updating the software in all The organization of the paper is as follows. In the rest
the nodes in the network, reliability is very importantof this section, we summarize the related work in broad-
while latency might have less importance. Broadcastir@ast authentication for wireless networks and present

I. INTRODUCTION



the notation used throughout the paper. In Section Hata availability are largely ignored. Hence, in this work,
we briefly review the mathematical and cryptographiwe include both data availability and authenticity to
primitives used in this paper and also give a briadesign an efficient scheme. Moreover, latency has never
description of CRBcast protocol. The detailed descrifpeen considered by the previous works when defining
tion of AUCRB is provided in Section Ill. We analyzethe data availability. However, we define data availability
the security of our scheme against possible attacks based on the latency, which is a crucial requirement.
Section IV. The performance analysis of the proposeéri1 Contributi f This P

scheme and comparison to related work are studied ontributions o IS Faper

Section V. Finally, the concluding remarks are provided One of the strict requirements is to provide availability

in Section VI. of data for legitimate nodes as long as they are connected
to the source. To achieve the above in the presence of
A. Related Work attackers, one may resort to use flooding with some

Based on the main cryptographic primitives employe@uthentication mechanism. However, flooding is very
we can classify previously proposed broadcast autheanefficient. This paper exploits rateless coding to achieve
tication schemes into three groups based on the maire same with low communication overhead and reduced
cryptographic primitive employed: (1) message authetatency in the presence of attacks.
tication code (MAC), (2) signature amortization and (3) The main contributions of our scheme are summarized

one-time signature. in the following.

Protocols in the first group are TESLA [3], its sim- 1) AuCRB is designed based on a broadcast protocol
plified version for resource limited networksTESLA using rateless coding. Hence, it benefits from the
[4], and the enhancements @fTESLA such as [9]. same low computation and communication over-

These schemes provide broadcast authentication by us- heads.
ing MACs and require time synchronization between 2) Nodes individually authenticate each received
the nodes and the sink. This requirement is an imple-  packet instead of waiting for several packets to

mentation hurdle for multi-hop broadcasting in densely perform authentication. Therefore, the receivers
deployed networks. Moreover, these schemes are vulner-  can immediately filter out bogus packets and save

able to flooding attack. Another shortcomingGFESLA energy.
is the difficulty of establishing the initial trust between 3) Rateless coding intrinsically provides data avail-
the nodes and the sink. ability by the loss recovery of the coding mecha-

Schemes in the second group of broadcast authen- pism.

tication protocols employ signature amortization. One 4) Authentication information transmitted by the
of the first protocols in this group is SAIDA [6]. This source can be used to detect malicious nodes in
protocol is not robust against false packet injection and  the network.

packet modification attacks. The designers of SAIDA 5) The scheme ensures availability of data with very
have proposed using Reed Solomon codes to handle the  |ow latency in the presence of the malicious nodes
packet modification attack. However, this kind of coding (as long as the network is connected). This is a
is too complex for the low-power processor of the nodes.  substantial improvement upon similar scheme that

A similar approach is proposed in [7], which is too ensures availability by flooding but with very large
complex for multihop broadcasting in wireless networks. communication overhead and latency.

The one-time signature BiBa and an improvement
of BiBa, called HORS, [8] are among the schemes ifr- Network Model
the third group. The major drawback of using one-time We assume the nodes are uniformly and randomly
signature schemes in wireless networks is that the pubtleployed in the field. In addition, they form a connected
key has to be frequently updated to maintain securitgtationary network. This key pre-distribution is required
This requirement significantly adds to the communio prevent node impersonation attacks. We assume that
cation overhead of the protocol. Moreover, broadcasite source node is trustworthy. We assume the existence
authentication schemes based on one-time signaturesafran underlying Medium Access Control (MAC) proto-
not suitable for designing node-to-network multi-hogol for the channel access as in [11]. Although one of the
broadcast protocols. Broadcast communications of aagvantages of our scheme is to provide reliability in the
node has to be handled by the sink as an intermediagresence of lossy packets using its built in erasure coding

A recently proposed scheme [9] proposes a simpieechanism, we considered lossless links between any
method to secure the deluge network programming. two neighboring nodes for the simplicity of discussion
Section V, we compared the efficiency of AUCRB withand simulations. Even though it is not the main contribu-
this scheme and showed that our scheme has consid&m of our paper, with the use of pairwise keys, AUCRB
able advantages over this recent approach. can prevent the node impersonation attack relevant to

To sum up, we claim that, neither of the previoushe proposed broadcasting scheme as discussed in IV.
schemes consider data availability in an efficient fashioklence, we assume that, nodes have pairwise keys with
Although all these schemes are focused on efficietiteir neighbors by using a key pre-distribution scheme
authentication, the communication efficiency and thguch as the one in [10].



D. Notations coding. The motivation for using CRBcast is that it is

In order to facilitate future references, frequently use¥!0Wn to ber2% more efficient than flooding in terms

tati listed bel ith thei inas. of energy efficiency [1].
notations are fisted below wi eir meanings In phase lof the CRBcast, the message to be broad-

. cast is divided intot packetsws,...,w;. Using rate-
Total number of nodes in the network less coding, these packets are encoded iAtpackets
Probability of forwarding inphase | Py....,Pr. The source broadcasts the encoded packets
Number of data packets to be sent from the SOl{géﬁ'\e network. The desirable feature of rateless coding
Numb_erofencoded packets generated after ratglesgat the reception of anyy (v is 5% for ¢ = 1000)
encoding - . encoded packets suffices to decode for the original mes-
Number of partitions in the second phase sage. Since assumption is that the communication links
P; Thei-th encoded packet duringhase | between nodes is lossless, we et ty. An arbitrary
Qi Thei-th encoded packet duringhase |l node, upon receiving the encoded packets, stores them
Gi  Thei-th partition duringphase Il and forwards each one with probabilyto its neighbors
Il. TECHNICAL BACKGROUND IN CONTEXT (two nod_es are called neighbors if they are within the
i communication range of each other). As a result of such
A. Bloom Filter probabilistic routing, a few nodes become complete (i.e.,
A Bloom filter is a simple space-efficient randomizedeceived enough packets to decode for the original data)
data structure for representing a set in order to suppaitthe end ofphase | The complete nodes decode the
membership queries [12]. A Bloom filter for representingeceived packets to obtain the original data.

Y

a setU of T elements is described by an array rof

In phase 1] incomplete nodes try to receive the

bits, initially all set to0. It employsk independent hash necessary number of packets from their one-hop com-

functionsHy, ..., Hy with range{ 1,...,m }. For every
elementx € U, the bitsH; (x),..., Hi(x) in the array
are set tal. A location can be set to multiple times, but
only the first change has an effect. To check elongs
to U, we check whether allf; (y), ..., Hx(y) are set to
1. If not, y definitely does not belong t&'. Otherwise,

plete neighbors for successful decoding. Complete nodes
broadcast advertisement messages ADV to their neigh-
bors. An incomplete node receiving ADV, respond with

a request message REQ that includes the number of
requested packets and the ID of the complete node. A
complete node, after receiving all the REQ messages

we assumey € U although this may be wrong with from its neighbors, generates encoded packets anew
some probability. Hence, a Bloom filter may yieldadse using the original data and sends them to its neigh-
positivewhere it suggests thatis in U even though it borhood. The number of transmitted packets is equal to
is not. the maximum number of requested packets to supply to
The probability of false positive is an important pathe mcomplete_ nodgs with necessary number of packets.
rameter in a Bloom filter. After all elements &f are After several iterations of the above process, all the

hashed into the filter, the probability that a specific bincomplete nodes in the network recover the source data.

Is0ls 1\ I11. AUCRB DESCRIPTION
(1 - —) ~ e HT/m, The proposed AuCRB has three phases to decrease the
m ..
number of transmissions and the total latencyphase
Hence, the probability of false positive is 0, the original packets are first encoded using a rateless
L\ AT k code [2], [13]. Authentication information is then gen-
P= <1 (1 m) ) This information is then broadcast to the network via
& flooding. Then a protocol similar to CRBcast follows. In
~ (1 — e—kT/m) phase | the encoded packets are broadcast using a simple
and scalable probabilistic relaying scheme referred to as
As an example, assume the number of element§ in PBcast. In PBcast, a node rebroadcasts packets that has
false positive isp = 0.01, then the length of the filter probabilityp < 1. In phase 1| the nodes which received
must bem = 985 bits. If we decrease the probability ofsufficient number of packets to decode for the original
false positive top = 0.001 and increase the number ofdata duringphase Ihelp their neighbors which still need
hash functions td: = 10, the size of the filter becomespackets to retrieve for the original data.

m = 1,438 bits. To make the CRBcast robust to adversarial attacks
B. Brief Description of CRBcast mechanism, we make some modifications that are ex-
CRBcast [1] is a reliable and energy efficient nodeplained in the following. In AUCRB, using two instances
to-network multi-hop broadcasting protocol for multihopf rateless coding with different parameters, the source
wireless networks. It consists of two phasebase lisa node generates two sets of encoded packets. Sets of

probabilistic broadcast anghase Ilis based on ratelessencoded packets generated Rgtelessland Ratelessl|

1)

)

erated by the source from the rateless encoded packets.
is T = 100. If k¥ = 5 and the desired probability of received for the first time to its neighbors with some
and suitable for designing an efficient authentication



are used irphase landphase || respectively. In the first SoURCE

instance, the linear coefficients Ratelesskre randomly OO

driven from an optimized distribution [13]. The linear _ [ omwnipaies oA "\ RECEIVER
coefficients employed ifRatelessllare generated using & [Fes [t | /(5020 O N

a pseudorandom function based on an optimized distribu- = | T [ e (5 verty
tion that is known to all nodes. We assume that all nodes S soe | Drop

have access to the same pseudorandom function and
employ the same sekdb generate random coefficients.

SOURCE RECEIVER

. - A NODE
Hence, usingRatelessl| all nodes generate the same set «» £ AN
of coefficients. : RN
Compared to the CRBcast, we make a slight modifica- o) po—
tion to phase Il Let @1, ..., Q¢ be the encoded packets CompLETE N R
generated byRatelessll A complete node partitions NODE 5 -
. By
these papkets into groups;, ..., Ge of alr_nost equal = [ orgnalpackess )= INCOMPLETE
sizes. This operation is demonstrated in Figure 1. As we o Rateless I WO\ NOPE
will explain in Section llI-A, the partitioning technique patiion DN
enhances the generation of authentication information. o Hash
Complete nodes, instead of sending the encode packets, < Compare
send group&y, ..., Gy to the incomplete nodes. pecaing_| O
|Q | _______ | Q | _________________ ) | _______ ° Fig. 2. Authenticated Collaborative Rateless Broadcast.
Gl G\ .
N I encoded packets usirigatelessll Therefore, the source
Fig. 1. Partitioning packets ifhase Il of AUCRB. generates authentication information fdrase llas well. .
LetQ1,...,Qr be the encoded packets generated using

In this work, we also take the latency into account an@frﬂgleSSLI These packets are partitioned intogroups
define the data availability based on the latency. Hencg’ "’ Gie- Assuming thay = T/( is an integer, the

for our simulations. we consider a Medium Accesd ouPs are related to the encoded packets as follows.

Control (MAC) in the CRBcast protocol as in [11] to G; = [Q1+(i71)j, .. .,Qij} , Vi=1,...,4 (3)

compute the latency of the network and to obtain more . T

realistic results. ve_ntually, t_he source compiles the.authentlcatlon infor-
In the following subsections, we explain the thregation required for both phases as:

phases of AUCRB in detail. All three phases are simply A=1ID|M|H(G1)|---||H (Gy), (4)

illustrated in Figure 2. _ i )
where H(-) is a cryptographically secure hash function,

A. Phased M is the output of the Bloom filter andlD is the ID of

Phase Cconsists of two steps: (1) generating the repoff€ Source node. To prevent an adversary from modifying
and encoding the data packets at the source, and authentication information, the source node signs

generating authentication information. In the followingSing an efficient signature schensggn(-) enhanced
we provide details of two steps. for use in resource constrained wireless networks [14].

Upon obtaining information critical to the entire netEventually, the source broadcasts the authentication in-
work, a source node generates theacketsw, . . . , w;, formation (A4, Sign(A),Ver) in multi-hop fashion to

and then it constructs the encoded packgts. .., Py entire network. Hereyer is the description of the signa-
via RatelesslwhereT = tv and~ > 1. ’ ture verification algorithm. Other nodes in the network

The source generates authentication information par-
tially using a Bloom filter. The Bloom filter takes the
encoded packet#,..., Pr as inputs and employs
independent hash functiorfd,, ..., Hx. The output of
the Bloom filter, an arrayM of bit length m, forms
a piece of the authentication information. Bloom filter
process for the packep; is illustrated in Figure 3.
Another piece of the authentication information belongs
to phase Il In phase || the encoded packets are gen-
erated from the original data known to the source.
Moreover, all complete nodes generate the same set of

m bits array

1The seed is updated after every broadcast session. Fig. 3. Process of setting up the Bloom filter for the packet



broadcast this information to their neighbors. Every nods worth noting that, in this work we are not considering
receiving the authentication information, first verifies itthe jamming attack, which is a threat for all existing
integrity usingSign(A). If it is verified, the node then broadcasting schemes. We assert that the availability is
broadcasts it with probability one to its neighbors.  ensured by AuCRB in the presence of any number of

For simplicity, we assume that every node has accédssider attackers as long as the legitimate nodes form a
to the algorithm for verifying the integrity of the authen-connected graph with the source. This property is due to
tication information. For this reason, it can be assumehde phase llof the AUCRB. In other words, the complete
that every node has the necessary information to execiggitimate nodes will help incomplete legitimate nodes
Ver (every node had the public key of the other nodds recover and decode via the executiorpbfse Il

in the network) or this information is provided by @ |n our scheme, every node can potentially be a broad-
trusted third party. However this approach is limitingasting source. Providing the broadcast ability to every
the scalabll_lty of the network. Hence, we suggest usirghde allows an adversary to send its own data to the
ID-based signature schemes [15]. In such schemes, Hi&work by just compromising a single node. This is a
verification algorithm is obtained from the ID of thecommon drawback of all such schemes that allow every
source node generating the signature. node in the network to broadcast. A solution is requiring
B. Phase | a message to be generated by the collaboration of several

. local nodes using a secret sharing scheme [16]. This not
In this phaseRatelesskencoded packets generated fof;iihin the scope of our paper.

phase |during phase Oare broadcast to the network.

When a node receives a packet encoded WRistteless| Assuming the legitimacy of the source node, the

it initially verifies the authenticity of the packet usinga.‘dverf\j‘ry cannot dm0d|fy the repodrt at its gerjeranobn
the Bloom filter. Every packet authenticated by a nod&"€: Moreover, adversary cannot deceive receivers by
is forwarded with probability to its neighbors. If a medifying the message since authentication information
packet cannot pass the authentication test, it is drop prowder(]j and digitally &gne(;:i by the source nO((jje.
and the forwarding node’s credential is decreased note that, a receiver node does not accept any data
its neighbors. In other words, a legitimate node kee ckets_before receiving the legitimate authe_nt_|cat|on
a list of its malicious neighbors based on their maliciogformation from the source. A bogus packet injected
behaviors. Hence, a legitimate node can take actigyfing Phase lis filtered out with a high probability

er one hop travel. The filtering strength of thlease

against its malicious neighbors to increase the d . 2
availability of the network. This will be explained ina] depends on the false positive probability of the Bloom

; filter. The network designer can arbitrarily decrease this
Section V. . ; . oo
probability to the expense of increasing communication
C. Phase Il overhead as explained in Section II-A. Similarly, in

In phase 1| complete nodes advertise their completd2h@se Il an incomplete node uses the signed authenti-
ness to their neighbors by broadcasting ADV messag&&tion information to authenticate the group of packets.
Incomplete nodes respond by sending a request messa§&ce it is not possible for an adversary to inject
REQ that includes the number of required packets. Coffialicious packets without being detected. Therefore,
plete nodes send packet groups . . . , Gy instead of the when an adversary either attempts to inject bogus packets
encoded packe®), . .., Qr. Since a,n incomplete nodeto the network or drop legitimate packets in either of
receives its requested packets from a specific compld@@ tWwo phases of the protocol, its major impact is
node, it is not required to verify the authenticity ofncreased latency. As Iong as the Ie.g|t|mat(_e nodes form a
packets individually. Hence, an incomplete node authef@nnected graph, they finally receive sufficient number
ticated the packets received from a complete neighbt Packets to retrieve the original message pisase
as a group. If the authentication fails, all packets afk: Thus the availability remains intact, however, with
discarded and the malicious node is detected. higher latency. This increase in latency due to adversary

Let ¢ be the maximum number of packets requestéd” be attributed to two factors. One is that the number
from a complete node. This node broadcafs. .., G,, © legitimate nodes who supply packets to the network
wheres = [(c/j)]. Using the authentication information!S reduced (hence, the packets may travel longer hops).
A, incomplete nodes verify the authenticity of the block& "€ Other is increased waiting time to access the channel
instead of individual packets. Block authentication failP¥ the legitimate nodes. In other words, malicious nodes
ure implies that the complete node who is sending thefi2y compete via MAC to access the channel to inject
is malicious. In this case, the incomplete node must wdlfCkets or remain silent. There are several solutions to
until an ADV message from a legitimate neighboringéevem the attack at MAC layer as in [17], which we do

complete node is arrived. It also adds the detect&@t discuss here.

malicious node to its list. Alternatively, to combat attacks at the MAC layer, we
may use the fact that a malicious node sending bogus
IV. THREAT ANALYSIS packets can be detected by its legitimate neighbors who

In this section, we analyze the security of our schenieep a list of malicious nodes that they detected. Hence,
in terms of data authenticity and node impersonation.dthen a legitimate node receives a bogus packet from one



of its neighbors, the receiver will no longer accept anyv. PERFORMANCEANALYSIS AND COMPARISON TO
packets from that specific node. In other words, when RELATED WORK

it hears an RTS (request to send) from the detected
node, it will not respond with a CTS (clear to send
and as a result, another legitimate node can get
channel instead. We note that in our scheme every n
is able to detect malicious nodes individually withou
using expensive and vulnerable voting systems. The o
problem here is that, a malicious node may send bo
packets by impersonating another legitimate node. A?i

We particularly consider wireless sensor networks as
n example of resource constrained multihop static net-
rks. We compare our scheme with a recently proposed
adcast authentication scheme in [9]. The rational for
hoosing Secure Deluge in [9] for comparison is that all
Yevious schemes on broadcast authentication either have
Inerabilities to certain attacks or they are impractical
& implementation as we discussed in Section I-A. Even

will be marked as malicious by its neighbors. To avoi ough Secure Deluge is also vulnerable to flooding
y 9 X ttack, its implementation is easy and it does not re-

this situation, the pairwise keys between nodes are Usefly o 1,5 much extra overhead. Besides, all broadcasting
Due to the |n|t|allkey pre—dlstr}butlon, all nodes in the chemes, who guarantee availability, use the flooding
network know the|_r one—h_op neighbors a_nd he_nce, ano %hnique to transmit the authentication information and
does not communicate with a node that is not its one-h(ﬂpe data packets. Hence, they have more or less similar
?;%'ﬁtr; g?rbmogi%\lab?ﬁoa ;ee)siu::b%fr;h; g/lﬁggjén tﬁ;fi%ﬁlerhead as in [9]. Throughout this section, we assume
’ P neig ( at the fraction of compromised nodes in the entire

access to the channel) know which node is OCCUpy'ngté%twork is ' and the network is connected unless

result of this attack, the impersonated legitimate no

channel. Thus, if a malicious node impersonates one :

its one or two-hop neighbor nodes and sends RTS to t eherW|se stated.

neighbors of the impersonated node, the impersonatgd pata Availability

node will learn about this due to either RTS (if it is a ) _

one-hop neighbor of the malicious node) or CTS (if itis AS Opposed to previous works, we define the data
a two-hop neighbor of the malicious node). As soon gailability based on the latency. In other words, for
a legitimate node realizes that it is being impersonatd0% availability, all nodes in the network need to
by a malicious node, it sends warning messages to R§come complete in a definite time.

neighbors encrypted by its pairwise keys. Hence, theUSINg computer simulations, we have studied data
packets, the transmission range- 0.2 units, size of the
the malicious node impersonates” and sends RTS’Eﬁoth the energy consumption of the network (due to the
messages to its neighbors. As nodeand5 get these ¢ eated the energy consumption-latency metric as
hop neighborhood oif, they are not affected from this min(Ny,) — min(latency)
for p = 4, min(Ny,) is the minimum number of trans-
p = i, andmin(latency) is the minimum latency value
Hence we obtained an optimal value foas in Figure 5.
Fig. 4. Node impersonation attack. energy consumption increases and latency decreases with
Moreover, aside from preventing the detected maliretwork for [9] and obtained the above metric6a8679.
automatically increase its forwarding probabiligy, to casep. Hence, our scheme is more efficient than [9] in

impersonation attack is easily detected with a cost gvailability in ensemble o0 networks. In our simu-
This is illustrated in Figure 4. Here, nodé is the deployment field i2 x 22 unit square, and the average
£ will also learn that a node occupying the channgj,mper of packet transmissions only) and the latency
warnings, they remové& from their detected adversary
N (7) " latency(i) (5)

attack (they do not communicate with a node that is not,

missions per node among allvalues,latency(i) is the

obtained from alp values. We assume that the transmis-

In the figure, energy stands fd¥;. (i) /min(N:,) and la-

increasingp. Moreover, we note that, the decrease in
cious node from getting the channel, upon detection @his is more thant times larger than our scheme with
compensate for the increased latency. However, we have

a few more transmissions. lations, we have assumed = 1000 nodes,T" = 1000
legitimate node with neighbors, 2,3,4 and 5. When  yeqree of a node i80 for connectivity. We consider
using its ID. HenceE will send encrypted warning yerqs the forwarding probability iphase | Hence we
list. We note that, since nodésand7 are not in one- metric —
their one-hop neighbor). where NV, (i) is the number of transmissions per node
total time required for all nodes to become complete for
sion time for one packet is equivalent to one time-unit.
tency stands fotatency(i)/min(latency). As expected,
latency is very low forp > 0.3. We simulated the same
a malicious neighbor irphase ] a legitimate node can optimump and more thars times larger than our worst
not explored this in our analysis and simulations. 2| ength measurements are normalized to the unit of measateme
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Fig. 5. Energy consumption-Latency metric versus p (with@oy Fig. 6. Data availability versus latency for different nuenbof
adversary). malicious nodes.

terms of the energy-latency metric. Hence, we conclud‘éing this information to enhance the availability in our

that, confident that, our scheme outperforms all previoginulations. The reason is that, we are simulating a
schemes that use flooding technique as in [9]. single broadcast session such that adversary only plays

We al luated and d th ; 2}3 active role in the last phase (hence, the malicious
€ also evaluated and compared thé performance ffyeaq c5n only be detected in the last phase). The benefit
both our scheme and [9] in adversarial environments

e . . . etecting malicious nodes on availability will become
where malicious nodes either drop or modify Ieg|t|mat8bvious when the legitimate nodes use thedtected
pack_ets. In AUCRB, since the rT“’%"'C'OUS nodes th %Iversarylist in the next broadcast sessions. Indeed,
modify the legitimate packets or inject bogus packelgna, e repeated the above simulation with the legiti-
are detected, we note that the adversary gives maos

i ) - o Lte nodes have the malicious nodes (that are detected
serious damage when it modifies or injects bogus packefing the above simulation) in thedietected adversary

dﬁring r;h_asi I Bec_?use, Whlen thedadve_rsa}ry geti tthf‘st since the beginning of the session, we observed that
channel inphase ) it can only send a single packet,, q.heme provides almo$00% availability at time

If it sends a mali_cious packet, it. will b_e immed_iately7100 for different number of malicious nodes used in
detected by its neighbors. Hence its legitimate neighb previous simulation

can take actions against that malicious node as explaine
in Section IV. Hence, in our simulations, adversarial TABLE |

nodes only drop the packets duripgase land modify AVAILABILITY VERSUS LATENCY FOR AUCRB.
packets or inject bogus ones duripgase 1l When there

are no malicious nodes in the network, we observgd C | % Availability @ 7100 | 100% availability @
that all nodes become complete in abdui0 time 0% 100 7100
units. Thus, we take this time as a reference and obtairgos 67 7450
the availability at7100 time units for different number | 100p 63 7850
of malicious nodes in Figure 6. In this figure, we 150, 47 8340

normalized all latency values by100 and compared
AUCRB and Secure Deluge in terms of total latency with
different number of adversarial nodes. Data availability
X ; TABLE ||

at t'me_7100 decreases as th_e number of co_mpromlsed AVAILABILITY VERSUS LATENCY FOR SECUREDELUGE.
nodes increases. The numerical results obtained for our
scheme and [9] are summarized in Table | and Table [T, C % Availability @ 7100 | 100% availability @
respectively. The probability of availability at tin¥d 00 0% 18 13900
and time needed to attai0% availability are given for 0

. - 5% 17 14430
different number of malicious nodes. We conclude that, ~,

; X ; : 10% 16 15560

the scheme in [9] requires twice as much time as Ol oy 14 17710
scheme to providd00% availability. We should note 0
that, we do not see the benefit of detecting malicious
nodes in our latency simulations. As we mentioned .
above, in our simulations we are considering the the sf: Overhead Analysis
uation that the adversary gives the most serious damagén this section, we study the computation and commu-
(modifies packets or inject bogus ones durpttase Il nication overheads of the AUCRB scheme and compare
only). Hence, even though the legitimate nodes detegith [9]. Our study reveals that the proposed scheme
their malicious neighbors duringhase || they are not when compared with all other schemes which use the




flooding technique is superior in terms of communicatiooonsumption). We used 160-bit elliptic curve signature
overhead and has a negligible disadvantage in compg&CC-160) and SHA1 for the hash. From [18], ECC-160
tational overhead due to decoding. Thus, all schemsignature generation and verification consu22e82mJ
designed based on flooding are much more expensied45.09mJ energy, respectively. From [19], we calcu-
than AuCRB in terms of the overall communication anthted the energy consumption for the hash operations.
computation overhead. Moreover, using [20] and [21], we obtained energy
1) Computation OverheadWe analyzed the compu-consumed to decodE packets by counting the number
tation overhead of AUCRB for each phase separately.of XOR operations, memory reads and memory writes.
Phase 0: The computation overhead introduced by the As a result, we obtained the total average energy
source aphase Ois mainly due to signature generationconsumption (due to computations) for the source node
Bloom filter construction, generation of authenticatioas 1.4J. The average energy consumption (due to com-
information forphase lland rateless encoding. We noteputation at each phase) is illustrated in Table I for
that the computation cost due to rateless encoding ageery receiver node. The comparison of our scheme with
generation of the authentication information fohase the Secure Deluge in terms of computation overhead is
Il is negligible when compared to the other two. Sincshown in Figure 7. Since AUCRB uses rateless codes
the Bloom filter takesI" input packets and calculatés and provides immediate packet authentication, the com-
hash values for every packet, its computation coétlis putational overhead of our scheme is higher than the
hash operations. Thus, assuming that time complexiti8ecure Deluge scheme. However, as we will show in
of a single hash and a single signature calculationrgre Section V-B2, this disadvantage in computation overhead
and, respectively, the total computational cost at theas a negligible effect on the overall energy consumption
source is when both the computation and communication over-
€Y= (kT)mh + Ts. (6) heads are considered.

At phase Oeach receiver node verifies the signed au-
thentication information formed by the source. Hence if e
the time complexity for the signature verification-ig,
the computation cost for the receiver nodes is

69 = Ty. (7)

Phase |: At phase | the only computational complex-
ity is due to the Bloom filter verification. If we denote
the average number of different packets received by a
node atphase las P, then the average computational
cost at each node is

1 0 Del
67‘ — (kP)Th (8) AuCRB AuCRB Secure Deluge  Secure Deluge

(source) (each node) (source) (each node)

e
=~
T

Phase |

Computation overhead per node (J)

Phase I1: At this phase the main computations are the
verification of the partitionsRatelessllencoding at the Fig. 7. Comparison of energy consumption due to computation
complete nodes and rateless decoding at the nodes f4thead-
receive sufficient number of packets. However, we note

that the cost due to the rateless decoding is dominant. We TABLE IlI
denote the time complexity to decodepackets agy. COMMUNICATION AND COMPUTATION OVERHEADS PER RECEIVER
Then, the average computational cost per node at phase NODE INAUCRB.
IIis
€2 =1, 9) Overhead| phase O | phase || phase Il | Total
2 .

Computation 459m\] 046J 404mJ 0551\]

Thus, the total average computational complexity per . | 120 160mJ| 4.003J | 950.4mJ| 5.44J

sourcel;, and a receiver node,, for the three phases
are obtained as

D
==

2) Communication OverheadHere, we study the

Cs = (ET)1h + 76 (10) energy consumption due to communication overhead of

o our scheme and compare it with the Secure Deluge in
Cr =m0+ (BP)7h + 7a (11) [9]. To transmit and receive one byte data using Chipcon
Here, we measure the computation overhead as tBE100 antenn&j9.2uJ and28.6u:J is consumed respec-
amount of energy consumed by those computations. tively. To be consistent with [9], we used packets with

We numerically obtained the computational complexs4 byte payload in our simulations. We calculated the
ity and conducted our calculations for MICA2DOT withaverage number of packets sent and received by a node
4 MHz 8-bit processor using Chipcon CC100 antenrfar both optimum forwarding probability = 0.2 and
at both optimum forwarding probability = 0.2 and p = 1 (the worst case scenario) and obtained the average
p = 1 (the worst case in AUCRB in terms of energyenergy consumption per node for different phases of



(1]

Phase Il

ok Phase 0 ] [2]
Phase Il
(3]

Communication overhead per node (J)
-
&
T

AUCRB AUCRB Secure [4]
optimum p worst case Deluge
(p=02) (=1
(5]

Fig. 8. Comparison of energy consumption due to commuwicati
overhead.

(6]

20 I Communication Overhead per Node i
[ Icomputation Overhead per Node [7]

(8]

El

Total overhead per node (J)

[10]
AuCRB AuCRB Secure
optimum p worst case Deluge
(p=0.2) (p=1)
. . . [11]
Fig. 9. Comparison of energy consumption due to total owthe
[12]

the protocol. The results are summarized in Table Il
Moreover, we compared the communication overhedts]
of AUCRB for bothp = 0.2 and p = 1 with the
Secure Deluge scheme in Figure 8. Finally, considering
both the computation and communication overheads, we
calculated the total energy consumption per sensor node
for AUCRB for p = 0.2, p = 1 as well as for [9]. [15
The results are shown in Figure 9. Hence, we conclude
that even in the worst case scenario (wheg 1) our
scheme outperforms the Secure Deluge. We can make the
similar conclusion against all the other schemes whigh6]

use flooding to ensure availability in broadcasting. [17]

VI. CONCLUSIONS

This paper was concerned with availability, reliability
and authentication for broadcasting in ad hoc wirele$¥!
networks, where adversary may compromise nodes, then
drops or modifies packets, injects bogus packets or
mounts routing attacks. We proposed a node-to-netwdrR!
multi-hop broadcasting scheme by simultaneously con-
sidering the above requirements. We showed superiori#f]
of our scheme to meet the requirements with reduced
transmission and latency. Furthermore, our proposed]
scheme, due to its built in coding mechanism, can be
employed when the packets are lost due to reasons
other than the Byzantine attacks. Finally, our scheme

50 : : : is suitable to broadcast large number of packets to cope
with the rateless coding overhead.
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