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Abstract—This work proposes a reliable and secure broadcast
protocol for ad hoc wireless (sensor) networks. Since reliability and
security compete for the same resources, we jointly solve for error
control coding (to achieve packet reliability) and integrity for a
broadcast scenario. We assume that the packets sent by the source
node would travel in a hop-by-hop fashion to arrive at other nodes.
Hence, it is very important that data packets are received byall nodes
in the network using minimum number of transmissions and with a
minimum latency because of the limited resources of the sensor nodes
and the urgency of the information. We assume that the adversary
can drop (or modify) legitimate packets and inject its own packets
by compromising nodes. Thus, each receiver node in the network
should make sure that packets they receive is indeed generated by the
source node and are not modified or injected on the way by possible
malicious nodes. It is critical that, any node receiving a malicious
packet immediately filters it out and uses only the legitimate ones
for forwarding to the next hop and decoding. This makes the
packet authentication a very challenging problem for broadcast. We
build our authentication scheme, on top of a reliable and energy-
efficient broadcasting protocol calledCollaborative Rateless Broadcast
(CRBcast) to achieve efficiency, reliability and authenticity.

I. I NTRODUCTION

Reliably broadcasting messages is necessary in many appli-
cations in wireless sensor networks. For example, the sink may
need to re-program the sensor or actuator nodes to change their
behavior in order to adapt to new application requirements or new
environmental conditions. Node-to-network multi-hop broadcast-
ing can serve as an efficient solution for the sensors to sharetheir
local measurements among each other [1]. Another application is
in distributed detection of node replication attacks in which each
node in the network uses an authenticated broadcast messageto
flood the network with its location information. Each node stores
the location information for its neighbors, and if it receives a
conflicting claim, revokes the offending node [2].

Typical attacks that an adversary may launch to interfere in
the normal operation of a broadcast protocol are:

• Data Drop: An insider node drops a legitimate report on
the forwarding path toward the sink.

• Bogus Packet Injectionand Packet Modification:The ad-
versary injects bogus packets or modifies the contents of
legitimate reports. Therefore, the sink may not be able to
retrieve the original message or may get the message with
a high latency.

Cryptographic services required to prevent these attacks are data
availability anddata authenticity, respectively.

In this work, based on the CRBcast broadcast protocol [3],
we design a scheme that provides the aforementioned security
services with moderate communication and computation over-
heads. CRBcast is inspired and evolved from a mechanism thatis

recently developed in the context of reliable information delivery
by rateless codes [4]. Furthermore, we show that our scheme
has a considerable low latency when compared to previously
proposed schemes.

A. Outline of Our Scheme

In this work, we propose an efficient authentication scheme
for node-to-network multi-hop broadcast. The proposed scheme,
provides data authenticity and availability with low communi-
cation and computation overheads as well as with minimum
latency. In contrast to previous schemes, we integrate the design
of our authentication protocol with that of the CRBcast of [3].
The CRBcast consists of two phases: probabilistic routing and
completing the missing packets. It employs rateless coding[4]–
[6]. The proposed scheme starts with the source node generating
the packets and the authentication information for both phases
of the CRBcast. Then, it broadcasts, in a multi-hop fashion,
the coded packets along with the authentication information.
A node receiving this information verifies the authenticityof
the packets and drops bogus packets. In the next phase, nodes
with insufficient number of packets (to reconstruct the original
message) request extra packets from those who have sufficient
number of packets (complete nodes). We assume the existence
of an underlying MAC (medium access control) protocol for the
channel access. For this purpose, we used the sensor-MAC (S-
MAC) in [7] for our simulations to analyze the latency and the
impact of adversary. Hence, during both phase I and phase II,
when a node gets the channel, its one and two hop neighbors
remain silent until the transmission is over to avoid collusion.

The main contributions of our scheme are summarized in the
following.

1) The proposed scheme is designed based on an existing
broadcast protocol with the same nature. Hence, in terms
of computation and communication overheads, it is more
efficient than other schemes that all use flooding.

2) Rateless coding intrinsically provides data availability by
allowing data processing at every node. This feature is
lacking in previously proposed schemes.

3) Nodes individually authenticate each received packet.
Therefore, the receivers can immediately filter out bogus
packets and save energy.

4) Authentication information transmitted by the source can
be used to detect malicious nodes in the network. The legit-
imate nodes may choose to prevent the detected malicious
nodes from getting the channel.



5) The proposed scheme has a considerably low latency (even
in the presence of the malicious nodes) when compared
to previously proposed schemes that are using flooding
technique.

B. Notations

In order to facilitate future references, frequently used nota-
tions are listed below with their meanings.

N Total number of nodes in the network
p Probability of forwarding in phase I
t Number of data packets to be sent from the source
ℓ Number of partitions in the second phase
Pi The i-th encoded packet during phase I
Qi The i-th encoded packet during phase II
Gi The i-th partition during phase II
M Output of the Bloom filter
A Authentication information

II. D ESCRIPTION OF THESCHEME

In this section, we explain the two phases of the proposed
scheme in detail.

A. Phase I

Phase I consists of three steps: (1) generating the report
and encoding the data packets at the source, (2) generating
authentication information, and (3) verifying the authenticity of
the received packets by the nodes. In the following, we provide
details of these steps.

Upon obtaining information critical to the entire network,a
source node generates thet packetsw1, . . . , wt. UsingRatelessI,
the source node generates the encoded packetsP1, . . . , PT ,
whereT = tγ and γ > 1. In RatelessI, the linear coefficients
are randomly driven from an optimized distribution [4].

The source generates authentication information partially using
a Bloom filter. The Bloom filter takes the encoded packets
P1, . . . , PT as inputs and employsk independent hash functions
H1, . . . , Hk. The output of the Bloom filter, an arrayM of bit
lengthm, forms a piece of the authentication information.

Another piece of the authentication information belongs tothe
phase II. In phase II, the encoded packets are generated fromthe
original data known to the source. Moreover, all complete nodes
generate the same set of encoded packets usingRatelessII. The
linear coefficients employed inRatelessIIare generated using a
pseudorandom function based on an optimized distribution that
is known to all nodes. We assume that all nodes have access to
the same pseudorandom function and employ the same seed1 to
generate random coefficients. Hence, usingRatelessII, all nodes
generate the same set of coefficients.

Therefore, the source generates authentication information
for phase II as well. LetQ1, . . . , QT be the encoded packets
generated usingRatelessII. These packets are partitioned intoℓ
groupsG1, . . . , Gℓ. Assuming thatj = T/ℓ is an integer, theℓ
groups are related to the encoded packets as follows.

Gi =
�
Q1+(i−1)j , . . . , Qij

�
, ∀i = 1, . . . , ℓ (1)

Eventually, the source compiles the authentication information
required for both phases as:

A = ID‖M‖H (G1) ‖ · · · ‖H (Gℓ) , (2)

1The seed is updated after every broadcast session.

whereH(·) is a cryptographically secure hash function andID
is the ID of the source node. To prevent an adversary from
modifying the authentication information, the source nodesigns
A using an efficient signature schemeSign(·) enhanced for use
in wireless sensor networks [8]. Eventually, the source broadcasts
the authentication information(A, Sign(A), V er) in a multi-hop
fashion. Here,Ver is the description of the signature verification
algorithm. We note that the source node initiates flooding the
network with the authentication information. Other nodes in the
network broadcast this information to their neighbors. Every node
receiving the authentication information, first verifies its integrity
using Sign(A). If it is verified, the node broadcasts it with
definite probability1.

For simplicity, we assume that every node has access to the
algorithm for verifying the integrity of the authentication infor-
mation. Hence, we propose to use ID-based signature schemes
[9]. In such schemes, the verification algorithm is obtainedfrom
the ID of the source node generating the signature.

After the broadcast of the authentication information, encoded
packets are broadcast to the network in a hop-by-hop fashion.
Every node receiving these packets forwards each one of them
with a probabilityp. Since the information relay is probabilistic,
none of the nodes can determine the packets it is going to
receive beforehand. Therefore, every forwarding packet has to
be authenticated individually by each node.

Every node receiving packets encoded withRatelessI, first
verifies the authenticity of each packet individually usingthe
Bloom filter outputM . The receiver node employsk independent
hash operations to a packet and decides whether the result is
consistent withM or not. Every packet authenticated by a
receiving node is forwarded with probabilityp. Otherwise, it is
dropped, and the receiving node will not accept any other packets
from the transmitter of these packets. Equivalently, the receiver
will not let the detected malicious node to get the channel again.

B. Phase II

In phase II, complete nodes advertise their completeness to
their neighbors by broadcasting ADV messages. Incomplete
nodes respond by sending a request message REQ that includes
the number of required packets. Complete nodes send packet
groupsG1, . . . , Gℓ instead of the encoded packetsQ1, . . . , QT .
Since incomplete nodes receive their requested packets from
complete ones, they are not required to verify the authenticity
of packets individually.

Let c be the maximum number of packets requested from
a complete node. This node broadcastsG1, . . . , Gs, where
s = ⌈(c/j)⌉. Using the authentication informationA, incomplete
nodes verify the authenticity of the blocks instead of individual
packets.

Failure to authenticate blocks implies that the complete node
sending them is malicious. Hence, the receiver will no longer
accept any packets from that specific complete node (will notlet
that node to get the channel again). In this case, the incomplete
node waits for an ADV message from another complete node.
We note that in our scheme every node is able to detect malicious
nodes individually without using expensive and vulnerablevoting
systems.

It is worth noting that, there is no strict boundary between
phase I and phase II. As soon as a node becomes complete, it
starts phase II and sends ADV message to its neighbors. During



this time other nodes may keep on pursuing phase I at other parts
of the network.

III. A NALYSIS AND COMPARISON

In this section, we analyze the security of our scheme in terms
of data authenticity and data availability. Moreover, we compare
our scheme with a recently proposed broadcast authentication
scheme in [10]. We assume that the network is connected unless
otherwise stated.

A. Data Authenticity

Assuming the legitimacy of the source node, the adversary
cannot modify the report at its generation time. Moreover,
adversary cannot deceive receivers by modifying the message
since authentication information is provided and digitally signed
by the source node. We note that, a receiver node do not accept
any data packets before receiving the legitimate authentication
information from the source. A bogus packet injected during
phase I is filtered out with a high probability after one hop
travel. The filtering strength of the protocol depends on thefalse
positive probability of the Bloom filter. The network designer can
arbitrarily decrease this probability to the expense of increasing
communication overhead.

An adversary may attempt to inject bogus packets to the
network in any one of the two phases of the protocol. However,
an illegitimate packet received by a node is filtered out using the
authentication information. After this event, the impersonating
node is rejected by legitimate nodes.

B. Data Availability

As opposed to previous works, we define the data availability
based on the latency. In other words, for100% availability, all
nodes in the network need to become complete in a definite time.

Using computer simulations, we have studied data availability
in adversarial environments where malicious nodes either drop or
modify legitimate packets. In our simulations, we have assumed
N = 1000, T = 100, r = 0.2, and the size of the deployment
field is 2 × 2. We consider both the energy consumption of
the network and the latency versus the forwarding probability
p. Hence we created the energy consumption-latency metric as

E − L =
Ntx(i)

min(Ntx)
×

latency(i)

min(latency)
(3)

whereNtx is the number of transmissions per node forp = i
(i = 0, 0.1, ..., 1) and min(Ntx) is the minimum number of
transmissions per node among allp values. It is worth noting
that we assumed1 packet transmission= 1 time-unit upon
calculating the latency. Hence we obtained an optimal valuefor
p as in Figure 1. We also simulated the same network for [10]
and observedE − L = 6.0679 which is more than4 times
larger than our optimal value. As a result, our scheme gives
more efficient results both in terms of energy consumption and
latency when compared to [10]. Hence, we can say that our
scheme outperforms all previous schemes that are using flooding
technique, including [10].

As a future work, we will provide the performance of our
scheme in the presence of malicious nodes and will show that our
scheme provides a considerable data availability with respect to
the previous schemes. Moreover, we will find the most effective
attack type for the adversary and show that our scheme can
remain robust even against those intelligent attacks.
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Fig. 1. Energy consumption-Latency metric versus p.

IV. CONCLUSIONS

This work investigates reliability and authentication of broad-
cast in ad hoc wireless (sensor) networks. We propose a node-to-
network multi-hop broadcasting scheme by simultaneously con-
sidering these two features in our design. Our scheme provides
reliability and authenticity to the broadcast with minimumnum-
ber of transmissions and minimum amount of latency. Therefore,
it is suitable for networks of sensors with limited resources.
The network may operate in an adversarial environment where
an adversary may physically capture nodes, drops or modifies
packets, and injects bogus packets. For the future work, we will
investigate the impact of adversarial nodes on our performance
metric more deeply and compare the results with the existing
schemes.
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