Security Services in Wireless Sensor Networks
Using Sparse Random Coding

Farshid Delgosha, Erman Ayday, Kevin Chan, and Faramarza Fek
School of Electrical and Computer Eng.
Georgia Institute of Technology
Atlanta, GA 30332-0250, USA
Email: delgosha@ieee.orgerman, kschan, fekKr@ece.gatech.edu

Abstract—The task of providing security services for a sink that is responsible for interpreting the data. In
wireless sensor networks is not trivial due to the resource order to avoid flooding of redundant information toward
constraints of the sensor nodes. An adversary may launch the sink, to enhance the latency, and to conserve energy, a
a wide range of attacks including eavesdropping, messagec|sier head generates a report on behalf of all the other
forgery, packet dropping, and noise injection. In this pape, g o5 and sends it to the sink. Considering the wide

we propose random coding security (RCS) that provides . . ) .
protection against all the aforementioned attacks. For thé scattering of the sensors in the field, the data generating

purpose, the proposed protocol makes extensive use ofS€NSOT is usually distanced from the sink. This situation

node collaboration and data redundancy. Moreover, using eliminates the possibility of single-hop communication
location information, we both localize adversarial activiies With the sink. Therefore, the report is forwarded to the

to the area under attack and enhance routing the data sink through multi-hops.

toward the sink. The objectives of using the novel idea of  The security of multi-hop data transfer becomes very
sparse random coding in RCS are twofold. First, every jmportant especially for the networks that are deployed
node generates correlated data by calculating random i, ‘hstile areas. In these kinds of areas, there is high
linear combinations of the received packets. Hence, the probability of node compromise, and adversaries may

availability of the data at the receiver is guaranteed witha . ." . K ) h Kb
high probability. The second advantage is the feasibility b Initiate very serious attacks against the network by com-

implementing the RCS in the real case scenario in which Promising a few nodes of the network. In this scenario,
the communication media between the sensors is usuallyfour major attacks on the network are:
modeled as the erasure channel. The existing protocolsEavesdropping: By listening to the radio channel, the
cannot be trivially modified to suit this realistic situation. adversary tries to obtain meaningful information.
In the overall, RCS provides many security services with False Data Injection: In this attack, an insider node
computation and communication overheads comparable sitempts to cause false alarms or to consume the energy
with other schemes. of the forwarding sensors by injecting false data.

|. INTRODUCTION Data Drop: An insider node drops a legitimate report

on the forwarding path toward the sink.

ngless sensor _net\{vorks are expected K.) play kﬁ%ise Injection: The legitimate reports are modified by
roles in many applications, such as managing ener

. : . _ jecting noise. Thus, the sink is unable to regenerate the
plants, logistics and inventory, battlefields, and medlcgﬁ . |g 9
monitoring [1]. Security of wireless sensor networkOrlglna message. , ,
' e cryptographic services required to prevent these
poses new challenges because of the node constralr%

S . T .
and networking features. A typical sensor network m aa?a?l:/a?lfgiﬁis confidentiality data authenticity and
include hundreds to several thousands Qf sensor nodeg . paper,-we propose a new scheme called random
(aonal power and memony. Sensor newmorks are oggaIng Secuy (RCS) that provides al the aforemen.
infrastructureless and may Be deployed randomly fiGned security services with moderate communication

he task of the sensor nodes is sensing some aﬁribu?gd co_mputanon overhead. The 'proposed scheme makes
of-l;hg deployment field (such as tempegrature motioex?enswe use of node c_ol_laborat|on a_lnd_o_lata redun(_jancy
. o . ’ { provide data authenticity and availability. To achieve
illumination, etc.) and reporting the sensed data backﬁgIS goal, we assume that the node scattering is dense

This material is based upon work supported by the Army Resear€NOUgh such that a single event in the field is sensed bY_
Office (ARO) under grant 49586ClI. more than one sensor node and a message broadcast is



received by multiple nodes in the proximity. In addition, The authenticity of the report is verified at every hop
we partition the terrain into non-overlapping hexagonaf the forwarding path to the sink by the aid of the
cells and employ geographical routing. With this techMAC values. For this purpose, authentication chains are
nique, we both localize adversarial activities to the areliscovered and authentication keys are established both
under attack and provide a robust and simple routing aatithe initialization phase of the network operation [3].
authentication mechanism. A report with even one unverified MAC is regarded
Random network coding is an essential componems bogus and dropped enroute. Therefore, a malicious
of the RCS. In this type of coding, intermediate node®de injecting noise to the network always causes these
process the data by generating random linear combiessages to be dropped. The other drawback of IHA is
nations of the packets they receive. This technique tige association maintenance that introduces high commu-
advantageous in the erasure channel model since tieation overhead.
redundancy in the data allows the sink to recover the orig-Another approach to data authentication is the sta-
inal message packets by receiving few encoded packeitstical en-route filtering (SEF) proposed in [4]. This
The erasure channel also models the packet drop attgckeme is very similar to IHA. The main difference is
by an adversary. Therefore, random network codingat associated nodes are not manually determined at the
intrinsically provides a countermeasure to data drop. Thistialization phase. In contrast to IHA, the associated
idealistic feature comes with the cost of bogus-packetdes are discovered by a probabilistic approach. In SEF,
propagation since only one bogus packet in a lineavery node is pre-distributed with the keying material
combination infects the generated packet. To counter thiigat are used to establish the authentication keys after the
problem, we set check points on the forwarding pathetwork deployment. The key pre-distribution parameters
uniformly distributed, that are responsible for decodingye selected to guarantee, with a high probability, that any
cleansing, and authenticating the data. The distance 4 is able to establish many authentication keys. The
tween consecutive check points can be selected such 88F does not provide data availability similar to IHA.
the probability of decodability at the check points iBecause of the probabilistic nature of SEF, every node
arbitrarily high. Therefore, bogus-packet propagation is required to store many keys to guarantee the existence
completely controllable with this method. of a minimum number of authentication keys. Therefore,
The rest of this paper is organized as follows. In thevo other drawbacks of SEF are the requirement for large
rest of this section, we summarize the related work storage memory and the possibility of revealing many
authentication protocols for wireless sensor networks aadthentication keys by compromising only a few nodes.
also present the notation used throughout the paper. IrBoth previous schemes have a threshold property, i.e.,
Section I, we briefly review the main ideas in sparsgn adversary has to compromise a minimum number
random coding. The detailed description of the proposeg authentication keys to forge a report. To achieve
scheme is provided in Section lll. In Section IV, weyraceful performance degradation to an increasing num-
analyze the security of the RCS in terms of the secber of compromised keys, the location-binding keys and
rity services claimed to be provided by this protocolocation-based key assignment are employed in [5]. The
The communication and computation overheads of theoposed scheme, called location-based resilient sgcurit
proposed scheme are studied in Section V. Finally, theBRS), is conceptually very similar to the SEF. How-

concluding remarks are provided in Section VI. ever, the data is forwarded toward the sink in a hop-
by-hop fashion. Thus, LBRS localizes the adversarial
A. Related Work activities to only the area of the network which is under

Interleaved hop-by-hop authentication (IHA) is onattack. The LBRS inherits the disadvantages of the SEF
of the first works in data authentication for wirelesgxcept the performance degradation behavior.
sensor networks [2]. In this scheme, the sensor nodes ar®ne of the most recent authentication schemes is the
organized into clusters. A legitimate report is generatéatation-aware end-to-end data security (LEDS) [6]. This
by the collaboration of a minimum number of nodeis a location-aware scheme that provides many security
inside a cluster. Every cluster has a representative tlsatvices such as data confidentiality, availability, and
is called the cluster head (CH). The CH is responsibdithenticity. In LEDS, the data confidentiality is achieved
for collecting enough number of message authenticatibyg using symmetric cryptography and linear secret shar-
code (MAC) values generated by the collaborating nodéisg. To check the authenticity of the data, a legitimate
generating a report, and forwarding the it to the sink. Theport carries many MACs that are verified by the nodes
forwarding path from every node to the sink is discovered the intermediate cells. For the data availability, the
at the initialization phase. overhearing nodes in every forwarding cell collaborate to



inform the next cell in case a legitimate report is dropped  availability using overhearing nodes, the practical
by a malicious node. Although overhearing nodes theo- implementation of this method is highly complex.
retically provide data availability, there does not seem to2) The use of hexagonal cells in our scheme provides
exist a practical method to implement this technique. The  the best coverage of the terrain. Moreover, RCS
most logical realization is a voting system that has a high  localizes the effects of the insider nodes to the area
communication overhead and its management introduces under attack.

a high computational complexity. 3) To the best of our knowledge, the channel ef-
fects are not considered in any of the existing
authentication protocols. Incorporating the existing
coding techniques with any one of the present
authentication schemes is nontrivial. If not impos-
sible, we speculate that the high complexity of
the final product will render the existing protocols
impractical.

B. Outline of Our Scheme

In this paper, we propose random coding security
(RCS) which is a package of different security services
for wireless sensor networks. The services provided by
this scheme are data confidentiality, data authenticity, an
data availability. In RCS, the terrain is divided into non-
overlapping hexagonal cells of equal sizes, and sensor )
nodes are uniformly and randomly scattered in the fielfs: Notation
At the secure initialization phase of the protocol, sensorThe set of positive integers is representedliyFor
nodes obtain the location information of the cell thegll » € N, we define[n] := {z €N : x <n}. For
reside in. Combining this information with the mastean arbitrary setS, the notationz €z S implies thatx
key pre-loaded in their memories, sensor nodes derigeuniformly at random is chosen froi. The Galois
the cell key, the node key, and the authentication key figld GF(¢), whereq is a power of2, is denoted byF,.
the end of the initialization phase. For anyn,k € IN, the set of alln x £ matrices with

Because of the density of the node deployment, @ntries fromF, is denoted byM, , (F,). For the case
event is sensed by multiple sensor nodes. A cluster heads ¥, we use the short notatiokl,, (F,). For anyr
selected at the event cell, is responsible for generating¥athe notationM; , (F,) is used for the set of all sparse
report. The cluster head broadcasts its own reading tomatricesC € M,, ;. (F,) such that: (1) every row o€
neighbors, and each one of them generates an encrygtad at most: nonzero entries such thitn_,., 7/k = 0
share of the message along with a MAC calculated usiagd (2) none of the columns & is entirely zero. The
an authentication key. A legitimate report is generatdéhnspose of the matriA is denoted byA™.
by collecting enough shares from the neighbor cells. In order to facilitate future references, frequently used
After collecting enough number of shares, the clusteptations are listed below with their meanings.
head generates the report by starting random codingey
The report is forwarded cell-by-cell toward the sink, »
and every node at an intermediate cell on the pathp
processes the data in the same fashion. The correlated
data in the intermediate cells improves data availability. ,
The authenticity of the data is checked at uniformly
distributed cells on the path that are called check points,
The nodes at a check point, decode the data, verify the
MACs, and generate a new report using healthy packets,.
The distance between two consecutive check points is set

Cluster head

The average number of nodes inside every cell
The total number of packet shares generated
by the CH

The minimum number of packet shares re-

quired to reconstruct the message

The number of nodes that participate in ran-

dom coding at every cell

The number of input packets combined to

generate a new packet

to have a minimum probability of decodability. The sink
is the final station in which the data is authenticated.

The contributions of our scheme are summarized inf
the following.

1) We adopt random network coding in our scheme to g
provide data availability. The redundant data gen-
erated by the intermediate nodes helps recovering
the message even when some packets are dropped

The number of packets generated by every
node

The parameter when it is a function ofl" as

in (3a)

The parametes when it is a function ofl" as

in (3b)

1. SPARSERANDOM CODING

by malicious nodes. This critical security feature The principle behind network coding is to allow in-
is absent in the previous works such as IHAgrmediate nodes to encode packets. In network coding,
SEF, and LBRS. Although LEDS provides datéawo steps are performed. The first step is computing
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the minimum cost subgraph, and the second step isdecodability probability ofl — ¢, whered € (0,1] is a
code and send data over the subgraph. The first stigsign parameter, the sparsity degreand the number
is done by solving a linear programming problem (foof equationss generated by the source are sufficient to
static networks) which needs complete knowledge abdg set to

the network topology. Many problems are still open — O(In(T/s 3
such as the stability under changing conditions (e.g., r=0(n(T/9)) (3a)
changing arc costs, changing graph topology), their speed s=T40 (\/T In® (T/5)) : (3b)

of convergence, and_ Fhelr computatlona_ll demand [7]. These choices make the decoding possible with nearly
Although the traditional error—c_orrecnon godes, Suq}'ﬁinimal number of encoding symbols. We note that the

as Reed-Solomon codes, are applicable to single-hop era= . adiate nodes may fix and s independent off".

sure channels, their complexity makes them prohibitive% avoid confusion, we denote and s by 7 and 3

expensive for multi-hop networks. Randomized ”ne%spectively, when they are functions Bfas in (3).
network coding has recently gained attention due to its

interesting properties such as high throughput and data lll. SECURITY VIA RANDOM CODING

availability in erasure channels [8]. In RCS, we employ We propose security services for wireless sensor net-
the subclass of sparse random codes because of thgrks using sparse random coding [9]. The proposed
efficiency in encoding and decoding [9]. Suppose thheme, called random coding based security (RCS),
source had’ packet (i.e.,I' symbols fromF,) to send consists of the following four phases.

to the sink. For encoding a message veepe [FqT, the A Set
source node picks a sparse matf g MQT([F,])1 - Setp

and generates the vecter € F; of linear combinations ~ This phase is performed by the sink before the ac-
as follows. tual deployment of the network in the field. The entire

field is virtually partitioned into non-overlapping cells
of equal areas. For this purpose, we consider cells of
We note that none of the columns of the sparse m&lgx hexagonal shape based on the observation that sensors
is entirely zero. Therefore, the signatures of all the estriusually employ omnidirectional antennas [11]. Hence,
of the message vector appear in the resultant linesimilar to mobile communication systems, a honeycomb-
combinations. The vectas; along with the coefficients like structure of communication cells provides the most
matrix Cy is transmitted to the next node in the networlefficient coverage [12]. The advantage of using hexagons
An intermediate node, after receiving the packgt; €¢ over squares is that the deployment field can be covered
F; and the coefficients matrixC; 1 € M1 (F,) for with smaller number of cells with the former choice.
somei € NN, picks the sparse matriC, € M. (F,) The coverage of the hexagonal cells versus that of the
and generates the vectey € F; and the matrixC; €g square cells is compared in Figure 1. As this figure
M; r (Fq) as follows. shows, a hexagonal cell gives a better approximation of
, , the circular wireless transmission-coverage of a sensor.
ei =Ciei, Ci=CiCin (2) If the communication range of every sensor node is

This node continues the random coding by transmittidg: We design hexagonal cells with the maximal lateral
(e;,C;) to the next intermediate node. We note that tHéimensionz/2. With this choice, every node inside a
complexity of encoding in (2) i€ (rsT)) since the matrix cell can directly communicate with another node in a
C/ is sparse. neighbor cell. This requirement is necessary since the

The decoding at the receiver requires Gaussian elifigta is transmitted in a cell-by-cell manner to the sink. To
ination to solve a linear system faf unknowns. This Minimize the energy consumption, the report generated in
process has complexity) (T?). The receiver requires @ cell is routed toward the sink on a shortest cell path that
enough number of independent equations to be ableitd-alled theforwarding path Assuming that every node
decode for the message. To provide the sufficient propkRows the location of the sink, the use of the cellular
ties for decodability and reduce the encoding complexi§iructure makes the routing discovery a trivial task.

e = CO (STh) (1)

we use the analysis in [10] for LT codes, a class of
rateless erasure codes. According to this analysis, for the <:>
To generate such matrix, the source node pickentries from 'W' ok

every row, randomly chooses their values frétj, and sets the rest i o
zero. At the end, if there are all-zero columns, the sourcenmakes Fig. 1. Hexagonal versus square cell with the same comntimica
necessary modifications to some rows. range



In the setup phase, every node is loaded with thélgorithm 1: Node Selection
description of a symmetric encryption algorithiBacy, : INPUT: Total number of node$V, the number of nodes
F, — F, and a MAC algorithmMAC,, : F, — 9t where to be selected:
k € F, is the secret key anfit is the MAC range. As  OUTPUT AnID in {0,1,...,n} for all N nodes
we will explain in Subsection III-C, nodes in the evert Letuy,...,uy be the nodes among which we want to
cell collaborate in the report generation by calculating select onlyn < NV. In addition, lety > N be a fixed
a share of the message. For this purpose, we employ #teger.
(T,t) threshold secret sharing algorithm similar to the for i = 1 to N do The nodeu; runs a timer initially set
Shamir’s algorithm [13]. Given a message, this schemeto t; €r [v]. It also sets its counter; « 1.
producesl’ shares in forms of packets, i.e., symbols i repeat
F,. Any subset of at least < T' shares is enough to4. For all i € [ N], the nodeu; listens to the medium
reconstruct the original message. An adversary will not  when its timer fires. If there is no transmission, it
obtain any information about the message by knowing at ~ considers the value af; as its ID and broadcasts it.
most up tot — 1 shares. In RCS, we employ the secret ~ Otherwise, it sets; — ¢; +1 and defers its
sharing algorithn8SA,, : F, — F,, wherek is the secret fransmission. _
key, as follows 5. until The value of the last broadcast s
>> The timers of two nodes may fire at the same time in
SSAr :+ Fg — Ty ‘ , (4) which case collision happens. However, by increasing
M — M+ ZE;} f(l)(M) K ~, the probability of collision can be decreased.

Here, f(-) is the shift function that cyclically shifts itsé. Oth_er nodes that never get the access of the medium, set
input one bit to the right angf())(-) is a notation for  their IDs to zero.

1 € N iterative applications of the functiof. In addition
to the required algorithms, every node is loaded with the

values of necessary design parameters as follows: unique only within a cell. With this choice of the

1) The location(z,yo) of the sink; node ID, we establish a one-to-one correspondence
2) A master secret key that is used to derive the between the nodes in any two cells.

cell, node, and authentication keys: 3) The nodeu derives the necessary keys required for
3) The number of cells\ between any two consecu- security services as explained in the following.

tive check points; Similar to [15], we assume that the initialization phase
4) The secret sharing parametérand 7’ after deployment is secure, i.e., none of the nodes is
5) The encoding parametersand s; and captured.
6) The number of encoding nodésn a cell. To explain the derivation of different keys, in the rest

The parameters\, r, s, and ¢ will be explained in the Of this subsection, we consider an arbitrary nadaside

following subsections. Throughout the paper, for reasofi cellC' attributed with the locatiortz., y.). The first
that will be explained later, we assume the followinind of key is thecell keyk. that is used to secure the

inequalities hold. communications within a cell. This key, shared by all the
nodes in a cell, is obtained as follows
r<T <Us (5)
t< (6) ke = H (K|[zc|lye) (7)

where H(-) is a pre-image resistant hash function and
the symbol|| denotes the concatenation of two binary
The initialization phase is a short period of time aftestrings.
the network deployment in which every sensor nade The share generated by the nadés encrypted using
performs the following: a unique secret ke, that is knowing only to the sink.
1) It obtains the locatioriz., y.) of the center of the This key is derived from the master key as
gglrllelrrlnlvr[nlzr}.lt is residing on using a localization by = H (K|l lyellu) (8)
2) Assuming that there ar& nodes in every cell, Before explaining the derivation of the authentication
using Algorithm 1 withn = N, the nodeu obtains keys, some terminologies must be defined. In RCS, the
a unique ID that is an integet € [N]. (The authenticity of the data is verified on the forwarding
symbol « is used both as the name and the IPath to the sink at equally distanced cells caltdabck
of the node.) We note that the ID of every node ipoints The sequence of check points forms a chain that

B. Secure Initialization
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is called theauthentication chainA cell may be located The CH election is performed either randomly or by
on multiple authentication chains. Every two consecutitke use of a reputation scheme (e.g., [16]) in which
cells on an authentication chain must have a pairwisenode with the highest reputation is selected as the
key to verify the MACs tagged to the report and upda@H. The only necessary assumption is that CH is not
them. Therefore, in the initialization phase, all nodes tompromiseé Let M be the sensor reading of the CH.
the cellC discover all their immediate cell neighbors ofThe CH broadcasts the encrypted messags, (M) to

all authentication chains that' belongs to. This set is all its neighbors in the cell’, wherek, is the cell key as
denoted byA-. The number of cells between any twan (7). Upon receiving such a message, a neighbor node
consecutive cells on any authentication chain is a desigrcalculates the encrypted share

parameter denoted b¥. As an example, consider the

cell C in Figure 2, and assumk = 1. The cellC; is eu = Ency, (SSA, (M)) (10)
on the rout toward the sink, and it is only one cell apagising the secret sharing algorithm in (4) and the node
from C. Thus,C; € Ac. The cell C itself is on the keyk, as in (8). By using 47, t) secret sharing scheme,
authentication chains of the cell$, C5, andCy. This is the sink is still able to reconstruct the message even if
because these cells are inside the acute angle generafedo 7' — ¢t nodes generate bogus packets. For every
by two rays from the source and adjacent to the €ell authentication cellD € Ac, the nodeu also calculates

Therefore, Ac = { C1,Cs,C3,Cy }. the MAC of the encrypted share as, = MACy,, , (e4)
For every cellD € Ac located at(xq,yq), the node wherek, p is the authentication key as in (9).
u derives the authentication ke, p as follows The CH collectsT' encrypted shares, ..., er with
kup = H (K| (ze + 24) || (ve + ya) ||10) - (9) the corresponding MAC valuesiy,...,mp from the
o : o report endorsing nod , respectively. Let
By the specific choice of the node ID, it is guaranteegp g OB, oo uT P y
the existence of a node in the cdll with the same ecy = [e1,...,er]|” (11a)
ID as that of nodeu. That node in the cellD also mcy = [my,...,mp]" (11b)

obtains the exact same key. Any of these two nodes is
able to verify the MAC generated by the other one. A&nd
the end of the initialization phase, all the sensor nodes W:={ug,...,ur}. (12)

delete the secret master k&yfrom their memories. This The CH starts the random coding by selecting a sparse

phrev_ep_tsl_the_threarf of compromising the master key after, .. Cy €r M., (F,) and obtaining the following
the initialization phase. column vectors.

C. Report Generation

To eliminate report forgery by a single node, we
require the collaboration of a minimum number of nodddere, 7 and s are functions ofI" as in (3) to ensure
to generate a report_ For this purpose, the density of M@COdablhty at the check point. The final report generated
network and the sensing range of every sensor must®ethe CH is as follows
chosen properly. .

Triggep;edp byy an event or upon a sink query, the R = (e0,mo, Co, Co, O, (s, - ur ) ) (14)
nodes in the event cell, elect a cluster head CH.whereC, andC', are the locations of the event cell and

the first check point. This report is broadcast to the next
cell on the forwarding path toward the sink.

D. Report Forwarding Using Random Coding

Let Cy, C1, Cs, ... be the sequence of forwarding cells
starting at the event cell’y. At the end of the report
generation phase, every node in the ¢@llhas received
the reportR in (14). The nodes irC; run Algorithm 1
with input n = ¢ to obtain a new identifier that we
call active ID. At the end of running this algorithm,

\/

2Using a reputation system helps increasing the feasitlitthis

Sink assumption.
_ o *We note that there may be different choices for the first check
Flg. 2. Set of authentication cells of the céll point_ The CH rand0m|y chooses one of them.



only £ nodes have nonzero active IDs that form thE. Check Points

subsetVy := {wv1,1,...,v1¢}. The nodes in this subset The check points are cells on the forwarding path that
rest of the nodes with active ID zero remain inactive unfioints \ < IN cells apart from each other. Thus, in the
the next report forwarding cycle. forwarding sequenc€p, C1, Cs, . . ., the cellsC;y are the

For everyi € [/], the nodev,; € V, performs the check points for allj € IN. The task of the check point
following. It selects a sparse matri®; ; €r M ; (Fy)*, s data cleansing: the active nodes in the check points
wherer ands are constants and calculates the vectorgjecode the data, verify the MACs, and start random

e;:=Cleg€F5, my;:=Cj,mgeF; (15 codinganew. , _
' 1”_ 1 ’ b e To explain the steps taken by a check point, consider
and the matrix an arbitrary check point'; for somej € IN. Every node
. . y . g
Cp, = Cll,i Co € M, 1 (F,) . (16) in this cell has access to the vecters 1, m;y ;1 € F}

and the matrixC;,_, € My, 1 (F,). Therefore, by (20)
After the calculation is over, the nodesVh take control and using Gaussian elimination, each one of them is able
of the medium according to their active IDs. When thg decode for the source vectarsy andmcy. However,
nodev;; gets the access to the channel, it broadcastsly the nodes with IDs in the sét as in (12) perform

(e1,4,my 4, Cy ;) to the next forwarding cell. the decoding. We note that each one of these nodes has
After the transmission is over, every node(@h has access tos¢ equations while onlyl’ ones are sufficient
stored the following information in its memory. for decoding. As we will explain in Subsection IV-C,
] r T 0 the distance of the check points is designed to guarantee
e1:=[efy, .. efy] € (178) decodability with a high pls)bability. Thig designgcriteria
m; = [mf,, ..., mj,]" €F (17b) implies that any set of” equations are decodable with a
Cy:=[Cl,, ..., C],]" € My (Fy) (17c) high probability.

After the decoding, an arbitrary nodewith ID v € U
is able to verify the authenticity of the packet using
the corresponding MAGn,, and an authentication key
shared with the previous check point;_;),. Based
on the verification result, the node takes one of the
ey = C/2,z' e € F, my; == C/2,z' my € F; (18) following actions:
1) If the MAC is verified, the node recalculates the
MAC of e, using the authentication key shared
Ca,i :=Ch,;C1 € My (Fy). (19) with the next check poinC;1)x.
2) Packets with unverified MACs are considered bo-
gus and dropped.
At the end of the MAC verification, the nodes in the
check point elect a cluster head CH in a way similar
to the event cellCy. Every node participating in the

Similar to C4, the nodes in the cedl'; select the subset of
active nodesVs := {vg1,...,va2, }. For alli € [¢], the
nodew;; selects the sparse matr®,; cp M, , (F,)°
and calculates the vectors ’

and the matrix

The same procedure is performed by all the other inter-
mediate cells. Using the formulation in this subsection, it
can be easily verified that for amyc IN, the intermediate
cell C,, generates the vectors

e,:=Cle, ¢ [Ff]’f, m, :=C/,m, ; € [Fff MAC verification broadcasts the packet along with the
(20) new MAC value and its ID. The CH collects at least
and the matrix t packets with the corresponding MACs and generates
o a new report as in (14). We note that by (6), there are
Cr =G, Cn1 € Marr (Fy) (21) enough number of packets to generate a report. Moreover,
where C/, := [ ';’17 . ';76]7_ We note that every since we are using a secret sharing scheme, even if up

report forwarded to the next cell on the forwarding patt¢ £ —t nodes in the check point generate bogus packets,
conveys the locations of the event o€}, the location of the message is recoverable at the sink. Usmg the newly
the next check point, and the IDs of the report endorsiggnerated report, the CH starts random coding exactly
nodes(ui, ..., ur) Similar to the original report in (14). the same way as the cluster head in the event cell.

For simplicity, we have dropped these details from tk‘g Sink Recovery

description of the protocol. ] ] )
In the ideal case, the sink receivEsncrypted shares

“We note that by (5), we have < T'. Therefore,C}, ; is sparse. €1,---,er as in (10). It randomly picks a subset of
We note that by (5), we have < s¢. Therefore,C ; is sparse. Sizet and decrypts them using the corresponding node



keys. Let the decrypted shares fe. .., g: whereg; = B. Data Authenticity

SSAg,, (M) for all i € [t]. To recover the messagel,  |n order to deceive the sink, the adversary has to

the sink solves the following system of linear equationgpture at least nodes in an intermediate cell since the

for M. sink requires at leastshares to reconstruct the message.
M+ f(M)ky, + -+ fEDDM) (k) =1 Therefore, the probabilityP2“t" of cell compromise

with respect to data authenticity, i.e., the probability of
capturing at least nodes in a cell, is

N
- . (22) Pcauth — Z Pc,i (24)
If the messagel/ is meaningful, then the recovery has it

been succr—_)ssful. .Otherwise, the recovery procedurev\}ﬁerepc’i’ given below, is the probability that exactly
repeated with a different subset of encrypted shares. |, j4es are captured inside an arbitrary cell

M+ f(M)ky, + -+ FEDD) (ko)™ = g

N\ (n—N
V. SECURITY ANALYSIS OF THERCS P, = %, Vie {0,1,...,N} (25)
x
In this section, we analyze the security of the RCS e probability of cell compromis&aut" with respect to
. 2 - A
‘e”‘.‘s Of data confldentlal_lty, da‘Fa authenticity, _and da&%ta authenticity is plotted versus the number of captured
availability. Throughout.thls section, we assumes the nodesz in Figure 3. As this figure shows, by increasing
totalbnum?er gf n(_)des In the”net\m/;/j(')d:fh |sttr:el averatl)ge the number of captured nodes, the probability of cell
n;;m etr ° dno 35 n e\t/r?ry cet_ 8 'Sv i otal number compromise increases as well. Increasing the number of
of captured nodes In the entire network. nodes inside a cell has the same effect since large cells
. o are more susceptible to compromise than small cells. We
A. Data Confidentiality note that LEDS in [6] provides the same level of data

In RCS, all the inner cell communications are securé:cﬁ)nf'dent'a“ty'

using the single cell key.. in (7). Thus, an adversaryC. Bogus-Packet Propagation and Data Availability

can break down the security of communications in a cell 5g explained in Section II, using random coding, every
by just capturing a single node within that cell. Howevep,4qo generates random linear combinations of a few
since during the report generation phase, the cluster headhiyed packets. Therefore, if only one of the received
b_roadcasts its own sensor reading to qll its neighborspgcketS is bogus, the generated packet will be bogus as
single key shared with all the nodes in the event cgllo) 4ithough the generating node may not be malicious
minimizes the communication overhead. We note thaleir | other words, the noise injected by a malicious
since distinct cell keys are used for different cells, the;4e or introduced by the channel rapidly propagates
security failure of one cell does not affect the security, ihe network. As explained in the description of the
of any other cells. An alternative approach is using oposed protocol, the task of the check points is to
Iocat_ion-aware key p_re-distribution _scheme sugh as_t Bthenticate the packets and drop the noisy ones. By
one in [17] that provides a much higher security. Witj,cing the check points far from each other, the data
this choice, the cluster head has to encrypt the MeSSAYR, not be decodable because of the rapid propagation
separately for each one of its neighbor nodes using t@lethe bogus packet. In the other hand, if the check

pairwise key with that node. To avoid the communicatiolgointS are too close to each other, the computational
overhead of this approach, we use a single cell-wide

key. This method provides protection against a passive 100
adversary who is only eavesdropping the channel.
The data confidentiality level of RCS is the same as 075

that in LEDS proposed in [6]. A cell is compromised
when at least one node inside that cell is captured.
Therefore, the probability’>"/ of cell compromise with

respect to data confidentiality is 025 B

auth
%0

c

0.50

= 1og

Va

P
N
R

n—N
PCCO”f =1— w (23) 0 500 1,000 1,500 2,000

(2 g

The curves of this probability are provided in [6]. Fig. 3. Data authenticity in RCS fdr= 5 andn = 10,000.




complexity would be high. Therefore, in this subsectiolhe maximum tolerable value ok given by (30) is
we analytically obtain the maximum distance of chegilotted versusP, ande in Figure 4 for different values
points that is a tradeoff between the aforementioned s/, T, andr. As these curves show, by fixing the

effects. parameterss¢ and 7', the distance between the check
Let Cy, C1, Cy, . .. be the sequence of forwarding cellpoints A increases when we decreaseThis is because
where() is the event cell. for small values ofr, every packet generated by an

Lemma 1l:Leti € IN be an arbitrary integer. Assumeintermediate node is a linear combination of only a few
the nodes in the cell’; receive bogus packets frof_; received packets. Hence, the probability of generating
with probability 7;_;. The probability that a node i6; bogus packets is low, and we can place the check points
generates a bogus packet is further apart from each other. Another observation is

P=1-(1-P_) . that whens? andr are fixed,\ increases by decreasing

Proof: A linear combination generated by a nodd - This is because for small values & only a few
in C; will be bogus even if one of the packets iffduations are required to decode the information at the

the linear combination is bogus. Considering that evef{?€CK points. Therefore, the probability of decodability
node generates a linear combination rofpackets in 1S higher, and the check points can be further from each

its memory, the probability of generating a non-bogu.%ther-
packets is(1 — P,_;)". [
In order to determine the value of the parameterit
suffices to obtain the distance of the first check point
C), to the event cell since all check points are equally
distanced. By Lemma 1, the probability that one of the
packets in the memory of an arbitrary node @b, is
bogus is

Pyy=1—(1-p)2r (26)

where P; is the probability of generating a bogus packet
by a malicious node in the cell,. Every node inC'y has

s¢ packets in its memory. Since any number of packets
are independently bogus each with probabilty ;, the (@ st=20, T=10, r=5
number of bogus packets has a binomial distribution. A
node inC), requires to receive at least healthy packets
to decode. Therefore, the probability that any nodé€’jn

is unable to decode is

T-1
AN .
Punec: . Ps_ll—P_ Z. 27
w3 (7)Esa-pay @n
Assuming that the maximum tolerable probability of
undecodability isc € (0, 1], we must have

Pyndec < €. (28)

For the binomial distributionB(n,p), we define the
function Q(p; n,x) as follows

— (n i n—i
Qina) =Y (D)o @)
i=0
Using this notation, inequality (28) translates to
Q (1 — P\_1; s, T — 1) < e. SinceQ is a monotonically
decreasing function, we have
P11 <1-Q '(est,T—1).
Combining this result with (26), we obtain
InQ (e s, T —1)
rin(l—Pp) ’

(b) s¢ =20, T =10, r =3

() st=20,T=8 r=3

(30)

A2+ \‘ Fig. 4. The distance\ between the check points



V. COMPUTATION AND COMMUNICATION
OVERHEADS

the sensor nodes and also secret sharing to generate a
report. Therefore, an adversary has to capture a minimum

We analyze the performance of the RCS in ternfd/mber of nodes to be able to forge a message. Using
of computation and communication overhead and alff location information in RCS limits the malicious
storage memory in this section. In addition, we Compa?é:tIVIty of the captured nodes to a small area of the field.

the results with LEDS in [6]. RCS provides many security services with comparable

In order to analyze the complexity of RCS, ¥tbe the
number of nodes involved at each step of the protocol.
Moreover, assumé&,, and C,, denote the computation [1]
and communication overheads, respectively. A summary
of the overhead analysis of the RCS is provide in Table I.
In this table,u. andu are the time-complexities of the
encryption and secret sharing algorithms, respectivel§/2.]
Combining the results in this table, the overall average
complexity of delivering a report to the sink is

Cp =T (pe + f1s) + O ((LyT) + O (€La,y T?/X) (318)
Cp = O ({LayT?log q) (31b)

where L, is the average length of the forwarding path.
In this calculation, we have used the fact that the codin[g]
is performed at every cell. However, the check points are
located\ cells away from each other. Therefore, to be
fair in calculation, we have taken this fact into accountyg)
By using the maximum distance of the check points in
(30), we can minimize the computational complexity. We
note that the most complex operation in the RCS is thg]
gaussian elimination that has complexity(7?). The
computational complexity of the LEDS &(T').

(3]

(4]

(8]

VI. CONCLUSION -
In this paper, we proposed random coding security
(RCS) that provides security services for wireless sensor
networks including data confidentiality, data autheryjcit[1
and data availability. In the design of RCS, we take
advantage of the interesting properties of random codirigf]

This kind of coding intrinsically provides data availabil-
ity at the receiver. The data on the forwarding path towa Pz]
the sink may be dropped either because of the malicious
activities of insider nodes or because of the erasui8]

property of the communication channel. With a prop
design, random coding guarantees data decodability a%
the receiver. In the RCS, we use the collaboration of
TABLE | [15]

COMPUTATION AND COMMUNICATION OVERHEAD IN RCS

[16]

N e,/N Con /N

Report Endorsement T' fe + [Ls O (log q)

Report Generation 1 O(TInT) O (T?logq) [17]
Coding L o(T) O (T?logq)

Check points ¢ O(T%  O(T”logq)

10

computation and communication complexity.
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