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Abstract—In this paper we introduce the first application of ~most accurate method in the Root Mean Square Error (RMSE)
the Belief Propagation (BP) algorithm in the design of recom sense. However, most existing and highly popular Matrix
mender systems. We formulate the recommendation problem pactorization-based recommender algorithms are showe to b

as an inference problem and aim to compute the marginal - - -
probability distributions of the variables which represent the prone to malicious behavior [1] and they have scalability

ratings to be predicted. However, computing these marginal iSsues. In other words, they fall short of incorporating the
probability functions is computationally prohibitive for large- attack profiles and the extra noise generated by the madiciou
scale systems. Therefore, we utilize the BP algorithm to effiently  ysers. Further, each new update (using the most recent data o
compute these functions. Recommendations for each activeser  aings) for a particular active user requires to solve thire

are then iteratively computed by probabilistic message pasng. .

As opposed to the previous recommender algorithms, BPRS dse problem for every user n the syst_em. Hence, new research
not require solving the recommendation problem for all the wsers Needed to focus on algorithms which meet these challenges
if it wishes to update the recommendations for only a single and provide scalable, accurate and dependable recommender
active. Further, BPRS computes the recommendations for eac systems.

user with linear complexity and without requiring a trainin g In this paper we introduce the first application of Belief
period. Via computer S|mulat|ons (uglng the 100K MoweLerjs p Hi BP iterati babilistic alaorithosbl
dataset), we verify that BPRS iteratively reduces the errorin ropagation ( )'_ an iterative probablilistic algorithmsolve

the predicted ratings of the users until it converges. Findy, we the recommendation problem. We have applied BP to trust and
confirm that BPRS is comparable to the state of art methods reputation systems in our previous work [2]. In such systems
such as Correlation-based neighborhood model (CorNgbr) ah BP is used to solve the inference problem for finding the
Singular Value Decomposition (SVD) in terms of rating and  g15p4| reputation of service providers in a network based on
precision accuracy. Therefore, we believe that the BP-bade th ; i fth Th in diff —_
recommendation algorithm is a new promising approach which € previous ralings ot the users. 1he main diiference we
offers a significant advantage on scalability while providng trust and reputation systems and recommender systemstis tha
competitive accuracy for the recommender systems. in the former one the inference problem has to be solved
globally but in the latter one, the inferences are local and
specific for each user.

Today, the quantity of available information grows rapjdly The key observation we make is that recommender systems
overwhelming consumers to discover useful information amtkal with complicated global functions of many variableg (e
filter out the irrelevant items. Thus, the user is confrontagsers and items). By using a factor graph, we can obtain
with a big challenge of finding the most relevant informatioa qualitative representation of how the users and items are
or item in the short amount of time. Recommender systenmated on a graphical structure. Therefore, we propose to
are aimed at addressing this overload problem, suggesiingriodel the recommender system on a factor graph using which
the users those items that meet their interests and pre&senour goal is to compute the marginal probability distribatio
More generally, recommender systems can learn about ufetctions of the variables representing the ratings to lee pr
preferences and profile over time, based on data minid@ted for the users. However, we observe that computing the
algorithms, and automatically suggest products (from gelarmarginal probability functions is computationally proitiNe
space of possible options) that fit the users’ needs. Henise, ifor large-scale recommender systems. Therefore, weaithiz
foreseeable that the social web is going to be driven by theBP algorithm to efficiently compute these marginal prokigbil
recommender systems. distributions. The key role of the BP algorithm is that we can

However, there are certain challenges to design scalahleg it to compute the marginal distributions in a complexity
accurate and dependable recommender systems. The awailti#t grows linearly with the number of nodes (i.e, usensi#e
data for the recommender systems is incomplete, uncertainHereafter, we refer to our scheme as the “Belief Propaga-
inconsistent and/or intentionally-contaminated. Furtlsence tion Based Iterative Recommender System” (BPRS). BPRS
new data (ratings) becomes available continuously, recohras several prominent features. First, it does not requoire t
mendations need to be updated in frequent intervals causswve the problem for all users if it wishes to update the
computational limitations for large-scale systems. Lataector predictions for only a single active user and it does notirequ
models (such as Matrix Factorization) have proven to be thetraining period to utilize the most recent data (ratings).

|I. INTRODUCTION



Second, its complexity remains linear per single user, ngpki  Our objective is to formulate the recommendation problem
it very attractive for large-scale systems. Therefore,ah ¢ as making statistical inference about the ratings of usars f
update the recommendations for each active (online) userseen items based on observations. That is, given the past
instantaneously using the most recent data (ratings)heuyrt data evidence, what would be the likelihood (probabilibgtt
we show that BPRS provides comparable usage predictite rating takes a particular value? Here, the probabifity i
and rating prediction accuracy to other popular methodh suihe degree of belief to which the prediction of the rating is
as the Correlation-based neighborhood model (CorNgbr) asgpported by the available evidence. This requires findieg t
Singular Value Decomposition (SVD). Therefore, we are vemarginal probability distributions of the variables reggating
optimistic that this work promises a new direction for thé¢he ratings of the items to be predicted conditioned on some
recommender systems which will be scalable, accurate, aslaserved preferences.
resilient to attacks. We assume two different sets in the system: i) the set of
The rest of this paper is organized as follows. In the rest ofersU and ii) the set of items (product$) Users provide
this section, we summarize the related work. In Section &, wWeedbacks, in the form of ratings, about the items for which
describe the proposed BPRS in detail. Next, in Section I#, whey have an opinion. The main goal is to provide accurate
evaluate BPRS via computer simulations using the MovieLerscommendations for every user by predicting the ratings of
dataset. Finally, Section IV concludes the paper. the user for the items that he/she has not rated before (unsee
item). Here, we consider an arbitrary use(referred as the
A. Related Work active user) and compute the prediction of ratings for user
Recommender systems [3] can be classified into two mdir unseen items. We assumeisers and items in the system
categories: i) content-based filtering [4] in which the epst (i.e., U = v and|I| = s). Let G, = {G.; : j € I} be the
uses behavioral data about a user to recommend items similallection of variables representing the ratings of thengeo
to those previously consumed by the user, and ii) collab@rat be predicted for the active user Note that a subset of these
filtering [5] in which the system compares one user’s behraviwariables are already known as the corresponding items were
against the other users’ behaviors and identifies itemstwhi@ted by user. Hence, they do not require any prediction. Let
were preferred by similar users. Collaborative filteringaal alsoR, = {R.; : ¢ € U} be the confidence of the system on
rithms fall further into two general classes: memory-bgdé¢d the users for their ratings’ reliability, given the activeeu is
and model-based algorithms [7], [8]. Model-based algargh z. Further, we letl;; represent the rating provided previously
include methods exploiting Singular Value Decompositioby user: about the itermy. We denotel" as thes x u item-user
(SVD), Principal Component Analysis (PCA) and Maximunmatrix that stores these ratings, afig as the set of ratings
Margin Matrix Factorization (MMMF) techniques [9], [10]. provided by the uset. We note that some rating entries could
The application of Bayesian networks and message passigmissing (attributed to unseen items). To be consistetht wi
algorithms for recommender systems is also studied in ttiee most of existing recommender systems, we assume that
past [11], [12]. In [11], the message passing techniqueés ushe rating values are integers from the ¥et {1,2,3,4,5}.
to determine the latent factors of the users and items (ak an aThe recommendation problem can be viewed as finding
ternative to SVD). In [12], because of the fuzziness assediathe marginal probability distributions of each variable in
with the ambiguity in the description of the ratings, a (non&, given the observed data (i.e., existing ratings and the
iterative) inference is proposed among the users to rema@fidence of the system for the user’s ratings). Theresare
this ambiguity. The key difference between our approach antarginal probability functionsp(G.;|T,R.), each of which
the other message passing-based methods is that, we @esdsilassociated with a variablé,;; the predicted rating of item
the recommendation problem as computing marginal likelj- for userz. We formulate the problem by considering the
hood distributions from complicated global functions ofnypa global functionp(G.|T,R,), which is the joint probability
variables and to use Belief Propagation (BP) to find therdistribution function of the variables iz, given the rating
This is inspired by successful applications of BP algorgiim matrix and the confidence of the system for the user’s ratings
various fields such as decoding of error correcting codef [13hen, clearly, each marginal probability functipfG..;|T,R.)

Artificial Intelligence [14], and reputation systems [2]. may be obtained as follows:
Il. BELIEF PROPAGATION FOR
G.;|T,R,) = G.|T,R,), 1
RECOMMENDER SYSTEMS P(G] ) . \{ZG ‘}p( | ) @)

Belief Propagation (BP) [13], [14] is a message passing
algorithm for performing interface on graphical modelg(e. where the notationG.\{G.;} implies all variables inG,
factor graphs, Bayesian networks, Markov random fields). ékceptG.;.
has demonstrated empirical success in numerous applisatio Unfortunately, the number of terms in (1) grows expo-
including LDPC codes, turbo codes, free energy approximaentially with the number of variables, making the direct
tion, and satisfiability. BP is a method for computing maadjin computation infeasible for large-scale systems. Howewer,
distributions of the unobserved nodes conditioned on tlpeopose to factorize (1) to local functionfs using a factor
observed ones. graph and utilize the BP algorithm to calculate the marginal



probability distributions in linear complexity. A factorgph is (neighbors of an item are the set of users who rated the
a bipartite graph containing two sets of nodes (correspandiitem while neighbors of a user are the items which it rated).
to variables and factors) and edges incident between tvgo s€urther, let= = N,\{k} and A = Ny\{a}. Let Gi’;) and

Following [13], we form a factor graph by setting a variablq{i';) be the value of variables.; and system’s confidence

node for each vanablé?z_j, a fa(_:tor node for each functiongn yser; at the iteration of the algorithm, respectively. The
fi., and an eo!ge connectmg variable ngd the factor node messagé\z(c:)a(G%)) (from factor nodek to the variable node
iif and only if G is an argument off;. _ a) denotes the relative probabilities thaf) = ¢ (¢ € T)
We arrange the collection of the users and items together th . . (v—1)

. . ; at' the v** iteration, givenTy, and R . On the other
with the ratings provided by the users as a factor gigfih I). ) ) i zk
Then, since we consider the particular active usehe factor hand, 2, (Gxa') (from .varlabl?y)nodm to the factor node
graph is reduced tg(UU, ) (as in Fig. 1) by only keeping the k) denotes the probability thar.;’ = ¢ (¢ € ) at they™"
users that are connected 4ovia a path of length at most two [teration.
in g(U, 1) (i.e., the users who rated at least one item that is alsoThe message from the factor nokiéo the variable node
rated byz) and removing all the other user nodes from that thev" iteration is formed using the principles of the BP
graph together with their edges. In this representatiooh eaas
user corresponds to a factor node in the graph, shown as a
square and each item is represented by a variable node showmn) W)y _ ) (v-1) (v=1) [ ~(v)
as a hexagon. Further, each rating is represented by an ed%?“(Gm ) Z)Z(V{k(gzk yTe, Ry ) I;IAMI—HC (G322
from the factor node to the variable node. Hence, if a user 9o MGz ’ 3)
(i € U) has a rating about item (j € S), we place an edge
with value T;; from the factor node to the variable node wheregG,; is the set of variable nodes which are the arguments
representing item. Eventually, they(U,I) graph hagU| = @&  of the local functionf;, at the factor node:. This message
users andl| = s items. transfer is illustrated in the right half of Fig. 2. Furthﬂ(;g_l)
is a value between zero and one and can be calculated as
follows:

v 1 v—
RUD —1— SN T —alwl ) (@), (@)

PIN| iENy zET

The above equation can be interpreted as one minus the
average inconsistency of uskrcalculated by using the mes-
sages it received from all its neighbors. Furthgrwhich is
the highest possible deviation of a user, is setdtin this
particular rating system, where the rating values are ereg
Fig. 1. Graphical representation of the scheme from usepoint of view.  from the setY. Thus, the reliability of users (in their ratings)
is measured based on the messages formed by the algorithm.

Next, we suppose that the global functignG.|T,R.) Using (3) and assuming that the predicted ratings inGset

factors into products of several local functions, each m@vi are independent from each other at each intermediate step (t

a subset of variables frof. as arguments as follows: reduce the computational complexity), it can be shown that
1
p(G:[T.R.) = — [ ] £i(Gei. T, Rea), ) £ T, R = T (G Tk, RETD). (8)
icl i€N

where Z is the normalization constant agfl; is a subset of Thus, the message in (3) becomes

G.. Hence, in the graph representation of Fig. 1, each factor

node is associated with a local function and each local fanct ) (v—1)

f; represents the probability distributions of its argument§. o (GL7) = fu(G%), Te, BRI, )x

given the confidence of the system for the associated user 5{nd [ ™) (v—1) (v=1)/ ~(v) } }

the existing ratings of the associated user. Z H JelGeis T Ry ) H Hamsi (G22)
We now describe the message exchange between acuser’

and an itema (in Fig. 1) provided that the active user is

in BPRS. We clarify that all the messages are formed by the

algorithm that is ran in the central authority. We represeﬁﬂgce the second part of (6) is a constant,

the set of neighbors of the variable nodeand the factor )\?HG(G,(ZZ)) o (G, Ty, RYY), and  hence,
nodesk and z (in g(U,1)) asN,, Ny, andIN,, respectively A ») (G,(Z’;)) o p(G,(Z’;)|Tka,R§’,fl)), where

I\ (G®)} 1€NK\{a} zEA

(6)

k—a
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(7) Fig. 2. Message exchange between the factor riodad variable node.

Here, k., denotes the genre (i.e., type) or the set of genres of

item a. Further,|xZ(h)| is the number of items in the samej € N,). Thus, ifa € N, the messages generated from the
genre asq, which are previously rated dsby the active user variable node: do not vary with iterations since the value of

z. The way we compute the probabilities in (7) resembldbis variable node(.,) is fixed based on the ratings of the

the belief/plausibility concept of the Dempster-ShafereTh active user. Therefore, the message from the variable node
ory [15]. GivenTy, = 1, R(k can be viewed as the beliefto the factor nodé: at thev!” iteration is given by

of userk thatG' is one (at the/*" iteration). In other words, () (G(”) -

in the eyes of uset, Gza) is equal to one with probability """ -

R Thus, (1 Ri’,’c Y corresponds to the uncertainty in

the belief of userk. In order to remove this uncertainty and [ ——L_— x [] A (G ifagN,
expreSSp(Gi’;)|Tka, Ri';_l)) as the probabilities tha®'?) is e LL A““( €8

¢ (¢ € T), we distribute the uncertainty among the possibl

outcomes (one to five) in proportion to the histogram of thg | if ae N, andT,, = ¢
ratings provided by the active useffor the items in the same 0 if o € N, andT., # .
genre ass,. That is, if the active user previously provided ’ = ®)

high ratings for the items in the same genre ras then

we distribute most of the uncertainty to the higher ratings The algorithm proceeds to the next iteration in the same
in proportion to the rating histogram of the active user fawvay as the/*" |terat|on We clarify that the iterative algorithm
the items in the same genre as. Similarly, if the active starts by computlng/\,Ha by using Rzk = o, where g
user previously provided low ratings for the items in the ean{0 < o < 1) is the system’s present confidence on the users
genre as:,, we distribute most of the uncertainty to the lowefor the reliability of their ratings computed at the previou
ratings. Therefore, from usdrs point of view, G, is equal execution of the algorithm. At the end of each iteration, the

to one with probabilityRi’,’;l)jt(l—Ri’,fl)) X % upper equation in (8), after following modification, is used

On the other hand, it is equal (¢ % 1) wi}tlﬁyprobability compute the prediction of ratings of the active usegrha(tygs,
1 R(”_l)) K211 \We note that the above discus V€ US€ the selN, instead of= in (8) to computeua (Gzd)
( Z sz (R)[+1]" for every itema for which the active uset did not have any

sion assumedl“,m = 1 and similar statements hold for therating. Then, we se(t?;;) = Zl 1@#511')( ). The iterations stop

cases wherl,, = 2,3,4,5. It is worth clarifying that, as whenG.; values converge for every itegn

opposed to the Dempster-Shafer Theory, we do not combine

the beliefs of the users. Instead, we consider the belief of Ill. EVALUATION OF BPRS

each user individually and calculate probabilities théf;) We evaluate the performance of BPRS using &K
being ¢ (¢ € T) in the eyes of each user as in (7). WavovielLens dataset. The dataset contdif, 000 ratings from
note that if the active user did not rate any items from 943 users orl6382 items (movies) in which each user has rated
this particular genrex(,), we distribute the uncertainty in at least20 items. Further, the rating values are integers friom
proportion to the average ratlng of user(for the items it to 5. We note that based on our simulations, we observed that
previously rated) 4., = 1€Nz ~*). The above computation BPRS converges, on the average lihiterations. Therefore,

in (7) must be performed for every neighbors of each factéor the remaining of this section, we either show our results
node. This finishes the first half of thé" iteration. during the first10 iterations or after tha0*” iteration.

In the second half of the!” iteration, we calculate the mes-
sageuﬁ)k( ) < ) by multiplying all probabilities the variable
node a rece|ved from its neighbors excluding the one from We evaluate the rating prediction accuracy of BPRS in terms
the factor nodek, as shown in the left half of Fig. 2. We noteof Root Mean Square Error (RMSE) metrics over the predicted
that the previous ratings of the active user play a key rotatings. We note that each test dataset is createsltdy/'20%
in the algorithm. Hence, the values of those variable&in split of the full data into training and test data.Then, wedus
which are associated with the items already rated by theeactthe training data §0% of the whole dataset) to predict the
userz are set to the corresponding ratings (i@.; = T, if ratings in the test dataset. We computed the RMSE as below:

A. Prediction Accuracy



—O— All connected users
—&— Only 2-hop neighbors

2 3 4 5 6 7 8 9 10
iteration

Fig. 3. Performance of BPRS in RMSE vs. number of iteratiomenw (i)
all users and (ii) only the 2-hop neighbors are used.

1 N
RMSE = \/Wl Z (Gij — Gij)? (9)

cU,jel

(ratings). Therefore, we claim that the BP-based approach
toward the recommendation problem is very promising and
can result in a new class of accurate and scalable recommende
systems.

IV. CONCLUSION

In this paper, we introduced the Belief Propagation Based
Iterative Recommender System (BPRS). BPRS formulates the
recommendation problem as making statistical inferenoceiab
the ratings of users for unseen items based on observations.
BPRS provides a complexity that remains linear per single
active user, making it very attractive for large-scale ayst.
Further, it can update the recommendations for each active
user instantaneously using the most recent data (ratingk) a
without solving the recommendation problem for all users.
While providing these significant scalability advantagesro
the existing methods, we showed that BPRS also provides
comparable usage prediction and rating prediction acgurac
to other popular methods such as Correlation-based neigh-
borhood model (CorNgbr) and Singular Value Decomposition

where| K| is the number of ratings (to be predicted) in the teggvD).
dataset(;; is the actual value of the rating provided by user REFERENCES
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