
Appendix A

A.1 Vector space and scalar product

Here we consider the vector space of all oriented arrows (called vectors) in
the three dimensional (3D) space R3.
A vector space V on the real numbers R, is an ensemble of objects ~v1, ~v2, . . .
for which the operations of addition and multiplication by a scalar are spec-
i�ed.
For all elements, ~v1, ~v2, ~v3 in V and scalars λ, µ:

I. 1. ~v1 + ~v2 ∈ V
2. ~v1 + ~v2 = ~v2 + ~v1

3. (~v1 + ~v2) + ~v3 = ~v1 + (~v2 + ~v3)

4. ∃~0 such as ~v1 +~0 = ~0 + ~v1

5. ∃ the inverse element −~v1 such as ~v1 + (−~v1) = ~0

II. 1. λ~v1 ∈ V
2. λ(µ~v1) = (λµ)~v1

3. (λ+ µ)~v1 = λ~v1 + µ~v1

4. λ(~v1 + ~v2) = λ~v1 + λ~v2

5. ∃ 1 such as 1~v1 = ~v1

6. ∃ 0 such as 0~v1 = 0

In addition, we can associate to the vectorspace a scalar product ~vi ·~vj (or
also (~vi, ~vj), or 〈~vi|~vj〉). The scalar product is a function V × V −→ R with
the following properties

1. ~v1 · ~v2 = ~v2 · ~v1

2. ~v1 · (λ~v2 + µ~v3) = λ(~v1 · ~v2) + µ(~v1 · ~v3)
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3. ~v1 · ~v1 ≥ 0

4. ~v1 · ~v1 = 0⇐⇒ ~v1 = 0

You know from linear algebra that the ensemble of all vectors in 3D is
isomorph with the vector space R3, which is the ensemble of all triplets,
{(x, y, z)}, that we usually call coordinates. However, in order to construct
this isomorphism we �rst need to introduce a basis.

A.2 The Hilbert space

The Hilbert space L2 is the space of all complex valued functions de�ned in
R3 (f : R3 → C) that are squared-integrable. For any f(r) ∈ L2∫

R3

d3r |f(r)|2 <∞ .

In addition, for any function f, g ∈ L2 the following scalar product is de�ned

〈f(r)|g(r)〉 =

∫
R3

d3r f(r)g∗(r) (A.1)

with the properties

1. 〈φi|φj〉 is the complex conjugate of 〈φj|φi〉:

〈φi|φj〉 = 〈φj|φi〉 = 〈φj|φi〉∗ . (A.2)

2. 〈φi|φj〉 is linear linear in its �rst argument. For all complex numbers a
and b,

〈aφi + bφj|φk〉 = a〈φi|φk〉+ b〈φj|φk〉. (A.3)

3. The inner product 〈·|·〉 is positive de�nite:

〈φi|φi〉 ≥ 0 (A.4)

where the case of equality holds precisely when φ(x) = 0.

It follows from properties 1 and 2 that a complex inner product is anti-
linear in its second argument, meaning that

〈φi|aφj + bφk〉 = ā〈φi|φj〉+ b̄〈φi|φk〉. (A.5)

A real inner product space is de�ned in the same way, except that H is a real
vector space and the inner product takes real values. Such an inner product
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will be bilinear: that is, linear in each argument. The norm de�ned by the
inner product 〈·|·〉 is the real-valued function

||φ(x)|| =
√
〈φ(x)|φ(x)〉 , (A.6)

and the distance between two elements φi(x) and φj(x) in H is de�ned in
terms of the norm by

d(φi(x), φj(x)) = ||φi(x)− φj(x)|| (A.7)

A.3 The expansion in a basis set

A.3.1 Basis set in a �nite vector space

Why a basis

• Once a basis is de�ned we can refer to any element of a vector space
with its coordinates. This has enormous practical implications! Try to
describe a vector sketched on a paper to somebody on another conti-
nent, without referring to a coordinate system. It is much simpler to
send him the coordinates of the vector in a given coordinate system we
all agree with (like the positive oriented Euclidean basis, {~e1, ~e2}).

• All operations on the elements of the vector space can be performd
with the coordinates. For example, in order to add two vectors, v1 and
v2, you simply have to add their coordinates

~v + ~w = (v1, v2, v3) + (w1, w2, w3) = (v1 + w1, v2 + w2, v3 + w3)

The same is true for all other operations in the vector space, including
the scalar product,

~v · ~w = v1w1 + v2w2 + v3w3 .

The question is now how to construct the coordinates for the elements of the
vector space.

How to get coordinates in a given basis

A basis in a vector space is de�ned by a set of linear independent vectors
that span the full space. In R3 we usually take the vectors of lengths 1,
which are orthogonal to each other and are positive oriented in space. We
call this basis B = {~e1, ~e2, ~e3}. Given a basis, the coordinates (in the basis
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B) are obtained by projecting a given vector v onto the basis vectors (using
the scalar product),

v1 = ~v · ~e1
v2 = ~v · ~e2
v3 = ~v · ~e3

so that

~v = (~v · ~e1)~e1 + (~v · ~e2)~e2 + (~v · ~e3)~e3 =
3∑
i=1

(~v · ~ei)~ei =
3∑
i=1

vi~ei .

Some de�nitions

• Two vectors ~v1 and ~v2 are orthogonal to each other if

~v1 · ~v2 = 0. (A.8)

• An orthonormal basis is a complete set of linear independent vectors
{~ei} that satisfy the condition

~ei · ~ej = δij ∀i, j , (A.9)

where δij is the Kronecker delta de�ned as

δij =

{
1, if i = j
0, if i 6= j

(A.10)

• complete basis: means that any vector ~v in V can be written in the
form ~v =

∑N
i=1 vi~ei.

• linear independent set of vectors: means that one cannot write any of
these vectors, say ~ei as a linear combination of the other members of
the set, {~ej}i 6=j.

A.3.2 Basis set in the space of 2π-periodic functions:
the Fourier series

In this session f(x) denotes a function of the real variable x. This function
is usually taken to be periodic of period 2π, which is to say that f(x+ 2π) =
f(x), for all real numbers x. We will attempt to write such a function as
an in�nite sum of simpler 2π-periodic functions. The coe�cient are de�ned
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using our scalar product in equation (A.1) adapted to the case of real periodic
functions in the interval [−π, π]. The coe�cients

an =
1

π

∫ π

−π
f(x) cos(nx) dx, n ≥ 0 (A.11)

and

bn =
1

π

∫ π

−π
f(x) sin(nx) dx, n ≥ 1 (A.12)

are called the Fourier coe�cients of the function f . One introduces the
"partial sums of the Fourier series" for f , often denoted by

f̂N(x) =
a0
2

+
N∑
n=1

[an cos(nx) + bn sin(nx)], N ≥ 0. (A.13)

The partial sums for f are trigonometric polynomials. One expects that the
functions f̂N(x) approximate the function f , and that the approximation
improves as N tends to in�nity. The in�nite sum

a0
2

+
∞∑
n=1

[an cos(nx) + bn sin(nx)] (A.14)

is called the Fourier series of f .
To summarize, give a complete basis {cos(nx), sin(nx)}∞n=1 any function

f(x) periodic in the interval [−π, π] is uniquely described by its Fourier co-
e�cients (array)

f(x) ≡ {a0, a1, b1, a2, b2, a3, b3, . . . } . (A.15)

A.3.3 Basis functions in computational quantum chem-
istry

Many of the properties of vector spaces are also valid in the Hilbert space,
including the existence of a basis {e1(r), e2(r), . . . }, which can be used to
expand any function f(r) ∈ L2

f(r) =
∞∑
i=1

〈f(r)|ei(r)〉 ei(r) =
∞∑
i=1

ci ei(r)

The main di�erence is that now the basis has an in�nite number of elements.
In our applications we introduce the approximation, which consists in con-
sidering only a �nite number, M , of basis functions (truncation of the basis
set expansion).
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In quantum chemistry, any solution of the Schrödinger equation can be
described by an array of coe�cients (D1, D2, . . . DM) that de�nes the expan-
sion in a given basis ({φi(x)})

ψ(r) =
M∑
i=1

〈ψ(r)|φi(r)〉φi(r) =
∞∑
i=1

Di φi(r)

where {φi(r)}M1 is, for instance, the basis set of atom-centered Gaussian or-
bitals.

Like for the case of vector spaces discussed above, all operations in L2 (like
sums or multiplications of functions, scalar products, action of operators, ...)
can be described and computed using the coordinates in a given basis. In
particular, the Schrödinger equation for the electronic problem becomes an
equation in the coe�cints, Di (the only variables in the problem).

Operators in matrix representation

Given a (complete) basis set in the position representation, {φi(r)}, the
Hamiltonian operator can be written in a matrix form

Ĥ ≡

〈φ1(r)|Ĥ|φ1(r)〉 〈φ1(r)|Ĥ|φ2(r)〉 . . .

〈φ2(r)|Ĥ|φ1(r)〉 〈φ2(r)|Ĥ|φ2(r)〉 . . .
...

...
. . .

 (A.16)

where

〈φ1(r)|Ĥ|φ1(r)〉 =

∫
d3rφi(r) Ĥ φ∗i (r) . (A.17)

Similarly, a ket, |ψ(r)〉, is represented by a vector,

|ψ(r)〉 ≡


〈φ1(r)|ψ(r)〉
〈φ2(r)|ψ(r)〉
〈φ3(r)|ψ(r)〉

...

 =


D1

D2

D3
...

 (A.18)

with the meaning that

|ψ(r)〉 =
∑
i

Di|φi(r)〉 . (A.19)

Within the matrix representation the problem of �nding the eigenstates and
energy eigenvalues of the Hamiltonian

Ĥ = (T̂ + V̂ ) =
[
− ~2

2m
∇2 + V (r)

]
(A.20)
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is translated into the linear algebra problem of solving the matrix eigenvalue
problem

H~eI = EI~eI (A.21)

where, H is the Hamiltonian matrix in Eq. A.16, and ~eI are the eigenkets
represented as in Eq. A.18. The solution is a set of energy eigenvalues, EI ,
and corresponding expansion coe�cients (DI

1, D
I
2, D

I
3, . . . ) for the eigenstates,

|eI(r)〉 =
∑
a

DI
a |φa(r)〉 . (A.22)

A.4 Properties of the operators

Adjoint operator

In mathematics, speci�cally in functional analysis, each linear operator on
a Hilbert space has a corresponding adjoint operator. The adjoint of an
operator Â is also sometimes called the Hermitian conjugate of Â and is
denoted by Â∗ or Â† (the latter especially when used in conjunction with the
bra-ket notation).

The adjoint operator Â† to the operator Â is de�ned by

〈Âφi(x)|φj(x)〉 = 〈φi(x)|Â†φj(x)〉 ∀φi, φj in H. (A.23)

Self-adjoint operator (Hermitian [complex], Symmetric
[real])

In mathematics, on a �nite-dimensional inner product space, a self-adjoint
operator is an operator that is its own adjoint.

Self-adjoint operators are used in functional analysis and quantum me-
chanics. In quantum mechanics their importance lies in the fact that in the
Dirac-von Neumann formulation of quantum mechanics, physical observables
such as position, momentum, angular momentum and spin are represented
by self-adjoint operators on a Hilbert space. Of particular signi�cance is the
Hamiltonian

Ĥψ(x) = − ~2

2m
∇2ψ(x) + V (ψ(x)) (A.24)

which as an observable corresponds to the total energy of a particle of mass
m in a real potential �eld V .

Self-adjoint operator are de�ned as

Â† = Â (A.25)
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that is
〈Âφi(x)|φj(x)〉 = 〈φi(x)|Âφj(x)〉 ∀φi, φj in H. (A.26)

Self-adjoint operators have real eigenvalues.

Unitary

A unitary operator is a linear operator U : H → H satisfying

Û †Û = Û Û † = Î (A.27)

As a consequence Û preserves the scalar product 〈.|.〉 of the Hilbert space,
i.e., for all Hilbert space functions φi and φj in the Hilbert space, 〈Ûφi|Ûφj〉 =
〈φi|φj〉.

A.4.1 Matrix notation

We have seen above that with the introduction of a basis set each operator
can be described by the corresponding matrix. This matrices are in principle
of in�nite order, but upon truncation of the basis, we can limit ourself to
large but �nite ones.

The properties discussed above become then simple matrix relations

• Self-adjoint matrix
A = A† (A.28)

where A† is the transpose complex-conjugated of A, A† = (AT )∗.

If A is real, self-adjoint is equivalent to symmetric:

A = AT . (A.29)

• Unitary matrix
AA† = A†A = I (A.30)

In the case of real matrices:

AAT = ATA = I (A.31)

Example: Rotations in R2 are the simplest nontrivial example of uni-
tary operators. Rotations do not change the length of a vector or the
angle between 2 vectors.

In the positively oriented orthonormal basis ~e1, ~e2 the rotation operator
has the matrix form

Rθ =

[
cos θ − sin θ
sin θ cos θ

]
. (A.32)

Prove that RθR
T
θ = I (that is RT

θ = R−1θ ).
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Appendix C

Hartree-Fock energy for the two electrons case

We derive the expression for the total energy of the electronic Hamiltonian

Ĥel = −1

2

N∑
i=1

∇2
i −

∑
I

ZI
|ri −RI |

+
N∑
i<j

1

|ri − rj|

in the case of a 2 electrons Slater determinant wavefunction,

Ψ(r1, r2) =
1√
2
|φ1(r1)φ2(r2)| .
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EHF =〈Ψ|Ĥel|Ψ〉

=
( 1√

2

)2 ∫
dr1dr2 (φ1(r1)φ2(r2)− φ1(r2)φ2(r1)) Ĥel (φ

∗
1(r1)φ

∗
2(r2)− φ∗1(r2)φ∗2(r1))

=
1

2

∫
dr1dr2 (φ1(r1)φ2(r2)− φ1(r2)φ2(r1))

N∑
i=1

ĥ(i) (φ∗1(r1)φ
∗
2(r2)− φ∗1(r2)φ∗2(r1))

+
1

2

∫
dr1dr2 (φ1(r1)φ2(r2)− φ1(r2)φ2(r1))

2∑
i<j

1

|ri − rj|
(φ∗1(r1)φ

∗
2(r2)− φ∗1(r2)φ∗2(r1))

=
(1

2

∫
dr1 φ1(r1)

(
− 1

2
∇2

1 −
∑
I

ZI
|r1 −RI |

)
φ∗1(r1)

∫
dr2 φ2(r2)φ

∗
2(r2)

+
1

2

∫
dr1 φ2(r1)

(
− 1

2
∇2

1 −
∑
I

ZI
|r1 −RI |

)
φ∗2(r1)

∫
dr2 φ1(r2)φ

∗
1(r2)

− 1

2

∫
dr1 φ1(r1)

(
− 1

2
∇2

1 −
∑
I

ZI
|r1 −RI |

)
φ∗2(r1)

∫
dr2 φ2(r2)φ

∗
1(r2)

− 1

2

∫
dr1 φ2(r1)

(
− 1

2
∇2

1 −
∑
I

ZI
|r1 −RI |

)
φ∗1(r1)

∫
dr2 φ1(r2)φ

∗
2(r2)

)
+
(
equivalent with 1↔ 2

)
+

1

2

∫
dr1dr2 (φ1(r1)φ2(r2)− φ1(r2)φ2(r1))

1

|r1 − r2|
(φ∗1(r1)φ

∗
2(r2)− φ∗1(r2)φ∗2(r1))
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Eel =
2∑
i=1

〈φi|ĥ(i)|φi〉

+
1

2

(∫
dr1dr2 φ1(r1)φ2(r2)

1

|r1 − r2|
φ∗1(r1)φ

∗
2(r2)

−
∫
dr1dr2 φ1(r1)φ2(r2)

1

|r1 − r2|
φ∗1(r2)φ

∗
2(r1)

−
∫
dr1dr2 φ1(r2)φ2(r1)

1

|r1 − r2|
φ∗1(r1)φ

∗
2(r2)

+

∫
dr1dr2 φ1(r2)φ2(r1)

1

|r1 − r2|
φ∗1(r2)φ

∗
2(r1)

)
=

2∑
i=1

〈φi|ĥ(i)|φi〉

+
1

2

(∫
dr1dr2 φ1(r1)φ

∗
1(r1)

1

|r1 − r2|
φ2(r2)φ

∗
2(r2)

−
∫
dr1dr2 φ1(r1)φ

∗
2(r1)

1

|r1 − r2|
φ2(r2)φ

∗
1(r2)

−
∫
dr1dr2 φ2(r1)φ

∗
1(r1)

1

|r1 − r2|
φ∗2(r2)φ1(r2)

+

∫
dr1dr2 φ2(r1)φ

∗
2(r1)

1

|r1 − r2|
φ∗1(r2)φ1(r2)

)
=

2∑
i=1

〈φi|ĥ(i)|φi〉

+

∫
dr1dr2 φ1(r1)φ

∗
1(r1)

1

|r1 − r2|
φ2(r2)φ

∗
2(r2)

−
∫
dr1dr2 φ1(r1)φ

∗
2(r1)

1

|r1 − r2|
φ2(r2)φ

∗
1(r2)

=
2∑
i=1

〈φi|ĥ(i)|φi〉+ [11|22]− [12|21]

=
2∑
i=1

〈φi|ĥ(i)|φi〉+
1

2

2∑
i,j=1

(
[ii|jj]− [ij|ji]

)
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Exercise

Derive the expression for the energy EH = 〈Ψ|Ĥel|Ψ〉 in the case in which
the 2 electrons wavefunction is given by the Hartree product

Ψ(r1, r2) = φ1(r1)φ2(r2)

When you compare with the Hartree-Fock result,EEH , which term is missing?
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Appendix D

Derivation of the Hartree-Fock equations

The derivation of the Fock equation consists of performing a variational cal-
culation for the Schrödinger equation, where the subspace to which we shall
con�ne ourselves is the space of all single Slater determinants. We must
therefore calculate the expectation value of the energy for an arbitrary Slater
determinant using the Born-Oppenheimer Hamiltonian and then minimize
the result with respect to the spin-orbitals in the determinant. We write the
Hamiltonian as follows

Ĥ =
∑
i

ĥ(i) +
1

2

∑′

i,j

ĝ(i, j)

ĥ(i) = − }
2m
∇2(i) + V (i) (D.1)

ĝ(i, j) =
e2

rij
, (rij = |ri − rj|)

ĥ(i) depends on ri only and ĝ(i, j) on ri and rj.

We start from the expectation value for the energy

E = 〈ΨSD(r1, . . . , rN)|Ĥ|ΨSD(r1, . . . , rN)〉

=
∑
k

〈
φk|ĥ|φk

〉
+

1

2

∑
k,l

[〈φkφl|ĝ|φkφl〉 − 〈φkφl|ĝ|φlφk〉] (D.2)

We now de�ne

Ĵ =
∑
i

Ĵi and K̂ =
∑
i

K̂i (D.3)
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where Ĵk and K̂k are

Ĵiφk(r1) =

∫
|φi(r2)|2

|r2 − r1|
dr2 φk(r1) (D.4)

K̂i φk(r1) =

∫
φ∗i (r2)φk(r2)

|r2 − r1|
dr2 φi(r1) (D.5)

In terms of these operators, we can write the energy as

E =
∑
k

〈
φk|ĥ+

1

2
(Ĵ − K̂)|φk

〉
(D.6)

This is the energy-functional for a Slater determinant. We deter-

mine the minimum of this functional as a function of the spin-

orbitals φk and the set of spin-orbitals for which this minimum is

reached gives us the many-electron ground state.

Notice however that the variation in the spin-orbitals φk is not completely
arbitrary, but should respect the orthonormality relation:

〈φk|φl〉 = δkl . (D.7)

This implies that we have a minimization problem with constraints, which
can be solved using the Lagrange multiplier theorem. Note that there are
only N(N + 1)/2 independent constraints as 〈φk|φl〉 = 〈φl|φk〉∗. Using the
Lagrange multipliers Λkl for the constraints (D.7), we have

δE −
∑
kl

Λkl [〈δφk|φl〉+ 〈φk|δφl〉] = 0 (D.8)

with

δE =
∑
k

〈
δφk|ĥ|φl

〉
+ c.c.+

+
1

2

∑
kl

(〈δφkφl|ĝ|φkφl〉+ 〈φlδφk|ĝ|φlφk〉

− 〈δφkφl|ĝ|φlφk〉 − 〈φlδφk|ĝ|φkφl〉) + c.c.

Using the the following symmetry property of the two-electron matrix ele-
ments

〈φkφl|ĝ|φmφn〉 = 〈φlφk|ĝ|φnφm〉 (D.9)

the equation for δE can be further simpli�ed,

δE =
∑
k

〈
δφk|ĥ|φl

〉
+ c.c.+

+
∑
kl

(〈δφkφl|ĝ|φkφl〉 − 〈δφkφl|ĝ|φlφk〉) + c.c. (D.10)
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Note furthermore that because of the symmetry of the constraint equations,
we must have Λkl = Λ∗kl. Eq D.10 can be rewritten as

δE =
∑
k

〈
δφk|F̂ |φk

〉
+
〈
φk|F̂ |δφk

〉
(D.11)

with 〈
φk|F̂ |φl

〉
= ĥkl +

∑
k′

[〈φkφk′|ĝ|φlφk′〉 − 〈φkφk′|ĝ|φk′φl〉] , (D.12)

and
F̂ = ĥ+ Ĵ − K̂ . (D.13)

The Hermitian operator F̂ is the Fock operator formulated in terms of the
operators Ĵ and K̂. It is important to note that in this equation, Ĵ and K̂
occur with the same pre-factor as ĥ, in contrast to Eq. D.6 in which both
Ĵ and K̂ have a factor 1/2 compared with ĥ. This extra factor is caused by
the presence of two spin-orbitals in the expressions for Ĵ and K̂ which yield
extra terms in the derivative of the energy.

In this notation, the variational equation D.8 becomes〈
δφk|F̂ |φk

〉
+
〈
φk|F̂ |δφk

〉
+
∑
l

Λkl (〈δφk|φl〉+ 〈φl|δφk〉) = 0 . (D.14)

Since δφ is small but arbitrary, this leads, together with Λkl = Λ∗lk, to

F̂ φk =
∑
l

Λklφl (D.15)

The Lagrange parameters Λkl in this equation cannot be chosen freely: they
must be such that the solutions φk form an orthonormal set.
An obvious solution of the above equation is found by taking the φk as the
eigenvectors of the Fock operators with eigenvalues εk, and Λkl = εkδkl

F̂φk = εkφk (D.16)

where, from Eq.D.12,

εk = 〈φk|F̂ |φk〉 = ĥkk +
∑
k′

[〈φkφk′|ĝ|φkφk′〉 − 〈φkφk′ |ĝ|φk′φk〉] . (D.17)

We can �nd other solutions to the general Fock equation D.15 by transform-
ing the set of eigenstates {φk} according to a unitary transformation

φ′k =
∑
l

Uklφl . (D.18)
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The resulting states φ′k then form an orthonormal set, satisfying Eq. D.15
with

Λkl =
∑
lm

Ukm εm U
†
ml . (D.19)

In fact, a unitary transformation of the set {φk} leaves the Slater determinant
unchanged.
Equation D.15 has the form of an ordinary Schrödinger equation although the
eigenvalues εk are identi�ed as Lagrange multipliers rather than as energies
- nevertheless they are often called 'orbital energies'.

From Eq.D.2 and Eq.D.17 it can be seen that the energy is related to the
parameters εk by

E =
1

2

∑
k

[
εk +

〈
φk|ĥ|φk

〉]
(D.20)

=
∑
k

[
εk −

1

2

〈
φk|Ĵ − K̂|φk

〉]
. (D.21)

The second form shows how the Coulomb and exchange contribution must be
subtracted from the sum of the Fock levels to avoid counting the two electron
integrals twice.
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