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SOLUTION 1.
(a) We have:
1.1 if (y1,12) € B([—1, —1],4),
Pr(H =0) - le,Yg\H(yl,yQ) _J 2 16r (1 y2) ([ ],4)
0 otherwise,
and
Lo if (yy, ) € B([1,1],4),
Pr(H = 1) - fy,yayu(yr, y2) = { 2 26 (s 92) ((1,1],4)
0 otherwise.

Therefore, the MAP decision rule requires that:
o We decide H = 0 if (y1,12) € B([—1,—1],4) \ B([1,1],4).
o We decide H = 1if (y1,45) € B([1,1],4) \ B([-1, —1],4).

e We can decide either H = 0 or H = 1 if (11,92) € B([-1,—1],4) N B([1,1],4) or

We conclude that the answers for (a) are:
(1) T.

(2) T.

(3) T.

Let p = Pr(H = 0). We have:

P e if (v1,92) € B([—-1,—1],4),

Pr(H =0) - ) =
( ) fyiyalm (Y1, y2) {0 otherwise,

and

(1-p) 55 if (51,92) € B([1,1],4),

Pr(H=1)- ) =
( ) thYzIH(yl y2) {0 otherwise.

Since p > 1 — p, the MAP decision rule requires that:

o We decide H = 0 if (y1,15) € B([—1,—1],4).
o We decide H = 1if (y1,12) € B([1,1],4) \ B([~1, —1],4).
e We can decide either H =0 or H =1 if (y1,92) € B([—1,—1],4) U B([1,1],4).

We conclude that the answers for (b) are:



(3) T.

(c) Notice that for the case of (b), the two points [0.5,0.5] and [—2, 3] satisfy y; + yo = 1.
However, the MAP decision rule requires that we decide H = 0 if we observe [0.5,0.5],
and it requires that we decide H = 1 if we observe [—2, 3]. Therefore, no MAP decision
rule can be based on the observation of Y7 +Y5 alone, hence it is not a sufficient statistic.
We conclude that the answer for (c) is F.

SOLUTION 2.
(a)
Z(p) =Y VPr(Y = y[H = 0)Pr(Y = y|H = 1)
=1 —p)p+p(1—p) =/4p(1 —p).
(b) (1)
Zup)= > NVPrYi=yi,.. Yo =yl H = 0Pr(Yi = y1,..., Y, = yo| H = 1)
::2: ijm:%mzm)ﬁIﬁm=wW=D>
= Z H \/Pr(Yi =yi|H = 0)Pr(Y; = yi|H = 1)
ZII<§:¢Hﬂ%:mH=0WdK=yM¥=U)ZZ@WZG@O—mﬂ-

(2) Let (yi,...,yn) be the observation. The MAP decision rule is:
H=0
Pr(H=0)Pr(Yi=v1,....Yn=ys/H=0) 2 Pr(H=1Pr(Y1=uy1,....Y, =y, |H =1)
H=1

(L)m””' S (L)
1—p e 1—0p
H=1 n
2

-1 H=0
Therefore, a decision rule that minimizes the probability of error is:
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(¢) For the decision rule in (b.2), we have:

(+) - n
H=0|%p X, >0
o) oS> )

Pr(Error|H =0) = Pr (ZY; > g
i=1



where (*) follows from the fact that given H = 0, (Y;)1<;<, is distributed as (X;)1<;<p.
On the other hand,

Pr(Error|H = 1) = (Zy< ’H:l):Pr (i(1—m)zg‘ﬁz1>

=1
ﬁ)Pr(ZX > ) zPr(gng),

where (xx) follows from the fact that given H = 1, (1 — Y;)1<i<n is distributed as
(X;)1<i<n. Therefore,

Pr (Z X, > g) < Pr (Error) < Z,(p) = (4p(1 — p))=.
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(b)

Peo=Pr(Z1>-1,Z,>-1)=Q | ——= | =(1-Q(V2))%

\/g



Therefore, the probability of error, assuming ¢, was transmitted, is:
Peo=1-(1-Q(vV2))*

Now because of the symmetry between the regions, we have p.1 = peo = Pes = Deo =
1 — (1 —Q(v/2))% Therefore, the probability of error is p, = 1 — (1 — Q(+v/2))>.

For (b), assume first that ¢y was transmitted. The probability of a correct guess is:

Pop =Pr(Zy > =1,Z, > =1) = Pr(Z, > —1)* = (1 = Pr(Z, < -1))?

_11 2 1 2
=(1- —e Il =(1-2et) .
(=) = (=3)

Therefore, the probability of error, assuming ¢, was transmitted, is:

1 2
lo=1—(1—2¢e1) .
pe,O ( 26 )

Because of the symmetry between the regions, we have p,, = p,, = p;&g =ply =

1 — (1 — e ')% Therefore, the probability of error is p, =1 — (1 — 3¢~ 7

Y
z2
We know that for every 2 > 0, we have Q(z) < 1e~7. Thus, Q(v2) < le™!, hence
Pe < pl.. We conclude that the probability of error in (a) is less than or equal to that
in (b).



