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PROBLEM 1.

(a) We have H(f(U)) < H(f(U),U) =H(U)+ H(f({U)|U)=H(U)+0=H(U).

(b) Notice that U = V o f(V)is a Markov chain. The data processing inequality implies

that H(U) (U|f ) = 1(U; f(V)) < I(U;V) = HU) — H(U|V). Therefore,
MW<HUU ).
PROBLEM 2.
(a) We have:

H(U|U) < HUWI|U)=HWIU)+ HU|U,W) < HW)+ HU|U,W)
= HW)+ HU|U,W =0)-P[W = 0]+ HU|U,W = 1) - P[W = 1]

(%)
< hf2(pe) +0- (1 _pe) + log(‘u‘ - 1) *Pe = h2(pe) + Pe IOg(’U’ - 1)7

where () follows from the following facts:

— HW) = ha(pe).

— HU|U,W = 0) = 0: conditioned on W = 0, we know that U = U and so the
conditional entropy H(U|U, W = 0) is equal to 0.

— HU|U,W = 1) < log(|] — 1): conditioned on W = 1, we know that U # U

and so there are at most || — 1 values for U. Therefore, the conditional entropy
HU|U,W =0) is at most log(|U/| — 1).

(b) Let U = f(V)). We have H(U|U) < ha(pe) + pelog(J| — 1) from (a). On the other
hand, from Problem 1(b) we have H(U|V) < H(U|f(V)) = H(U|U). We conclude
that H(U|V) < ha(pe) + pe log(|U] — 1).

PROBLEM 3.

(a) W is independent of (U,Z). Therefore, W is independent of (U,U & Z) = (U, V),
which implies that Py y,y (w|u,v) = Py (w) = Py (wlv) for every u,v,w € {0,1}.
Thus, U - V - W is a Markov chain and so we have I(U; V) > I(U; W) from the
data processing inequality.

In order to show that U e V' = W' is a Markov chain, we will show first that W’ is
independent of (U, Z"). For every u, z',w’ € {0,1} we have:
Puzw(u, 2, w')=PU=u,Z'=2 U W =u|=PU=u,Z'"=2'W=udu

1 *o%)
( ( ]PUZ’(U Z) ]P’W/(w'),

]PUZ’(U Z)

where (x) follows from the fact that W is uniform and independent of (U, Z’). (xx)
follows from the fact that W/ = U & W is uniform (it is easy to check by computing



the joint probability distribution that the XOR of two independent uniform binary
random variables is uniform).

Since we have shown that W’ is independent of (U, Z’), the proof that U - V' o W’
is a Markov chain is similar to that of U = V = W, and the inequality I(U; V') >
I(U; W) follows from the data processing inequality.

(b) By computing the probability distribution of V| we can see that it is uniform. Simi-
larly, V" is also uniform. We have:

- I(U;V) =HV)-HWV|U) = HV)—-HU® Z|U) = HV) - HZ|U) =
H(V) — H(Z) =1 = ha(p).

— I(U; W) =0 since U and W are independent.

- I(U;V)=H(V")-—H\V'lU)=H(V'")-—HU@®Z'|U)=H\V') - H(Z'WU) =
H(V')— H(Z') =1 — ha(p), where hQ(p):plog%—i—(l—p)logl%p.

— I(U;W’) =0 since U and W’ are independent.

Since 0 < p < 3, ho(p) < 1 and 1 — hs(p) > 0. Therefore, I(U;V) > I(U; W) and
U V) > I(U; W).

(¢) By computing the joint probability distribution of (V,Z, Z’), we can see that V is
independent of (Z, Z’), which implies that V' is independent of Z & Z’. We have:
HU;VVY = HV, V'Y — HV,V'|U) = HV,V' & V) — HU & Z,U & Z'|U)

—HV,Z®Z)-H(Z,Z) 2 HV)+ HZ® Z) - H(Z) - H(Z)

(e

21+ ha(20(1 — p)) — 2ha(p).

(%) follows from the fact that V' is independent of Z @ Z’ and that Z is independent
of Z'. (xx) follows from the fact that H(Z @ Z') = ho(2p(1 — p)) (since P[Z @ Z' =
1] =2p(1 = p)) and H(Z) = H(Z') = ha(p).

On the other hand, we have:

H(U; WW)

(U W, W e W' =1(U;W,U)

1
IU;U)+1(U;W|U)=HU)+0=1.

In order to see that I[(U; VV') < I(U; WW'), notice that H(Z)+H(Z') = H(Z,Z') =
HZZoZ)Y=H(Z®Z)+ H(Z|Z®Z'). Therefore, HZ® Z') < H(Z)+ H(Z')
with equality if and only if H(Z|Z & Z') = 0. Now notice that for every a,b € {0, 1},
PlZ=aZ62 =b =P[Z=0a,2'=ad®b =P[Z =aP[Z =a®b >0. This
implies that for every a,b € {0,1}, P[Z = a|Z & Z' = b] > 0. Therefore, conditioned
on Z @ Z', Z is not deterministic and so H(Z|Z @ Z') > 0. We conclude that
H(Z®Z') < H(Z)+ H(Z') which implies that 1 + H(Z & Z')— H(Z) - H(Z') < 1
and 1(U;VV') < [(U; WW").

PROBLEM 4.

(a) By using the inequality Inx < x — 1 for = > 0, we get:

P+q P+q P (pPtyq qa (Pt4q
log —— + ¢l < -1 — | —=——-1]=0.
pros 2p Tals 2 — ln2< 2p )+ln2< 2q )




P+yq P+

q < 0, from which we conclude

1 1
Therefore, plog — + plog + qlog — + qlog
p q

1 1 1 2
that — (plog——l—qlog—) < p+qlog
p q

2 -2 p+q
(b) We have:
N o L - P +a(u) 2
Al =2 rtlos o =2, =g = log
*) 1 1 1
> 2.5 (p(U) log o " q(u)log @)
1 1 1 1 1 1
=3 (;p(u) log m) T3 (uezu q(u)log m) = §H(p) + §H(Q)>
where (x) follows from (a).
PROBLEM 5.
(a) We have:

S = max{Pi(u), Py(u)} (g) > (Pi(u) + Pa(u))

ueU ueU
=> P(u)+) Pu)=1+1=2,
ueU ueld

It is easy to see from (x) that S = 2 if and only if max{P;(u), Ps(u)} = Pi(u)+ Pa(u)
for all w € U, which is equivalent to say that there is no v € U for which we have
Pi(u) > 0 and Pa(u) > 0. In other words, S = 2 if and only if

{uel:P(u)>0tNn{uecld: Pyu) >0} =o0.

(b) Let I; = [log, maX{Pl(j) PQ(a_)}L and let us compute the Kraft sum:

M M M
o Clog, S max{ P (a;), Py(a;)}
9l « N 978w Ay BT = ’ -1
2.2"=) 2T
=1 =1 =1
Since the Kraft sum is at most 1, there exists a prefix-free code where the length of
the codeword associated to a; is ;.

(c) Since the code constructed in (b) is prefix free, it must be the case that [ > H(U).
In order to prove the upper bounds, let P* be the true distribution (which is either
Py or P,). It is easy to see that P*(a;) < max{Pi(a;), Py(a;)} for all 1 <i < M. We



have:

~l

o S
*(a;).1; = ZP a;). {108;2 maX{P1<ai>7P2(ai)}—‘

A\

INGE ||M:

P*(a;). <1 + log, maX{P1(Ci)7 PZ(‘“)}>

=1

o

P*(ai).<1 +log 5 + log, maX{Pl(alz‘) PZ(ai)}>

(2

1

M
=1 =+ IOgS + Z P (a/l) 10g2 maX{Pl(ai), PQ(a’Z)}

i=1
M
() 1
< 1+10gS—|—ZP a;). logy ——— P () =HWU)+1logS+1< H{U)+ 2,
=1
where the inequality (%) uses the fact that P*(a;) < max{Pi(a;), Ps(a;)} for all 1 <
1 < M.

(d) Now let [; = [IOgQ max{P1( ;

i)y

_ }W, and let us compute the Kraft sum:

M
. Pi(a;), ..., Py(a;)}
- " - o log, max{Pl(al) """ Y — maX{ 1\ ), ) v =1.
Z Z =) S

Since the Kraft sum is at most 1, there exists a prefix-free code where the length of the
codeword associated to a; is [;. Since the code is prefix free, it must be the case that
[ > H(U). In order to prove the upper bounds, let P* be the true distribution (which
is either Py or ...or P). It is easy to see that P*(a;) < max{P;(a;),..., Py(a;)} for
all 1 <7< M. We have:

LA <N S
l:z_;P (az)lZ:;P (ai).’VIOg2 maX{P1<ai>,---,pk(ai)}—‘

: )
max{ Py (a;), ..., P(a;)}

M-

P*(ai)-<1 + log,
1

<.
I

: )
max{Py(a;), ..., Pr(a;)}

e

P*(a:).(1+Tlog, S + log,

=1

M
=1+log, S+ ZP*(CM)- log,

=1

max{ P (a;), ..., P.(a;)}

() Yo 1
S 1 +1Og23+ Zzlp (ai).logQ m
where the inequality (%) uses the fact that P*(a;) < max{Pi(a;),..., Px(a;)} for
all 1 < i < M. Now notice that max{P;(a;),..., P(a;)} < ZlePj(a
1 < i < M. Therefore, we have

S:Zmax{Pl(ai),...,Pk(ai)}SZZ ZZE«(%)zlek.

We conclude that H(U) <1< H(U) +logS+1< H(U)+logk + 1.



