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Problem 1.

a) Consider the sequence whose generating function is \( F(x) = \prod_{k=1}^{5} \frac{1}{(k-x)^k} \). Find a \( \Theta \)-approximation for this sequence (of the form \( n^{42}, n3^n, n^{-3}, \log n, \) etc).

b) Do the same for \( G(x) = xF(x) \).

c) Do the same for \( H(x) = F(x) - G(x) \).

Problem 2. You need to pay \( n \) dollars to buy a hamburger. In how many ways can you do this using 1$ coins, 1$ bills and 2$ bills (just like last week), where (unlike last week) the order does not matter? For example, you can pay 2$ in 4 ways: two 1$ coins; two 1$ bills; one 1$ coin and one 1$ bill; one 2$ bill. The use of generating functions is recommended!

Problem 3. You throw a fair coin \( 2n \) times, where \( n \in \mathbb{N}_{\geq 1} \).

i) What is the probability of getting \( 2n \) Heads?

ii) What is the probability of getting \( 2 \) Tails?

iii) Suppose that you want to bet with a friend on the number of Tails that you are going to observe. On what number should you bet?

iv) Suppose now that the coin is biased s.t. the probability of getting Tails in a single trial is \( \frac{1}{3} \). The \( 2n \) trials remain independent and equiprobable. Compute again the probabilities of point i) and ii).

Problem 4. Urn 1 contains 2 blue tokens and 8 red tokens; urn 2 contains 12 blue tokens and 3 red tokens. You roll a die to determine which urn to choose: if you roll a 1 or 2 you choose urn 1; if you roll a 3, 4, 5, or 6 you choose urn 2. Once the urn is chosen, you draw out a token at random from that urn. Given that the token is blue, what is the probability that the token came from urn 1?

Problem 5. If we sum the outcomes of 2 dice with 6 equiprobable faces, we obtain the integers from 2 to 12 with different probabilities. The aim of this problem is to show that it is impossible to modify the probabilities of obtaining each face of each die so that the sum of the outcomes of the dice is a uniform random variable with values in \( \{2, 3, \ldots, 12\} \).

Suppose by contradiction that the claim is false. Let \( p_i \) and \( q_i \) be the probabilities that the face \( i \) is obtained in the first and the second die, respectively (\( i \in \{1, 2, \ldots, 6\} \)).

a1) As a function of \( p_i \) and \( q_i \) (\( i \in \{1, 2, \ldots, 6\} \)), what is the probability that the sum of the outcomes is 2? Since the sum of the outcomes of the dice is uniform in \( \{2, 3, \ldots, 12\} \), what condition do we obtain on the \( p_i \) and the \( q_i \)?

a2) Same question for the sum of the outcomes equal to 12.

a3) Let \( a, b \in \mathbb{R}_{\geq 0} \). Prove that

\[
\frac{a + b}{2} \geq \sqrt{ab}.
\]

a4) What is the probability that the sum of the outcomes of the two dice is 7? Bound this result with a function of \( p_1, q_1, p_6, \) and \( q_6 \). Then, using the previous points, find a contradiction and prove the claim.
(Bonus) The aim of this part is to show an alternative proof of the claim which uses generating functions. Let \( p(x) = \sum_{i=1}^{6} p_i x^i \) and \( q(x) = \sum_{i=1}^{6} q_i x^i \) be the generating functions associated to the probability distributions of the first and the second die, respectively.

What is the generating function \( s(x) \) of the sum of the two dice? How can you write it using the fact that the sum of the outcomes is a uniform random variable? From these considerations, deduce a contradiction.

*Hint.* Recall that a polynomial of odd degree has always at least 1 real root.