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1. Introduction.
For some years prior to 1915, various writers struggled with the problems that

arise when samples are taken from uni-variate and bi-variate populations, assumed
in most cases for simplicity to be normal. Thus "Student," in 1908*, by considering
the first four moments, was led by K. Pearson's methods to infer the distribution
of standard deviations, in samples from a normal population. His results, for com-
parison with others to be deduced later, will be stated in the form

1 -Xzi Jr-3dP™—7Tr-T;A 9 -e-Aa.a a da (1),

where N is the size of the sample, and
A_N_

<r being the standard deviation of the sampled population, and s that estimated
from the sample. Thus, if xu <%, ... xN are the sample values,

Nx = 2 (x),

and Ns» = 2 (x - x)\
I

When bi-variate populations were considered, other problems arose, such as the
distribution of the correlation coefficient and of the regression coefficient in
samples. These problems, taken by themselves, were found to be difficult, and
only approximative results had been reached, when, in 1915, R. A. Fisherf gave a
formula for the simultaneous distribution of the three quadratic statistical deriva-
tives, namely the two variances (squared standard deviations) and the product
moment coefficient. Thus, let xu x^, ... xN represent the sample values of the
a;-variate, and y^, ya, ... y the corresponding values for the y-variate, let o-j and <rt

be the standard deviations of the sampled population and p the correlation
between x and y. We then calculate the following statistical derivatives from the
sample:

i i
y

Nra,8t=1(x-x){y-y).
I

* Biometriko, Vol. vi. 1908, pp. 4—6.
t Biometrika, Vol. x. 1916, p. 610.
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Ifweput 4 = s — ~ , B = — H-, Np

a - «,», b - «,», h
then Fisher's result, for the simultaneous distribution of a, b and h, may be put in
the 8ymmetrical form**

1 A H
H B

g-Ao-Bb-tHh
h b

N-t
dadbdh

The distribution of the correlation coefficient was deduced by direct integra-
tion from this result. Further, EL Pearson and V. Bomanovsky, starting from this
fundamental formula, were able to deal with the regression coefficients. Pearson,
in 1926 f, gave the mean value and standard deviation of the regression coefficient,
while Romanovsky and PearsonJ, in the following year, published the actual
distribution.

New problems arise when we are dealing with three or more variates. There
are, for example, the distributions of the partial and multiple correlations, and of
the partial regression coefficients. In this domain our knowledge is still far from
complete. The partial correlation coefficient has been shown to be distributed
exactly as a total coefficient, when the size of the sample has been reduced by the
number of variates eliminated§. The actual distribution of the multiple correla-
tion coefficient, for the particular case where no real correlation exists in the sampled
population, was shown in 1923|| to be of the form

d p =

2 ) { 2
where n is the total number of variates. A recent experimental investigation by
the present writerV may be regarded as confirming this result, as well as was to be
expected on the basis of the inadequate numbers used. On the other hand,
L. Isserlis**, in 1917, found approximations to the mean value and standard devia-
tion of the multiple correlation coefficient, in the case of three variates, while
recently P. Hall-j-f, for an n-fold system, determined (o) the mean value, and (6) the
standard deviation, of the multiple and partial correlation coefficients, as far as

terms of the order of -^.

* See BomftnoTsky, CompUt Rtndut, Tome 180, 1936, p. 1897.
t Biooutrikor VoL XYII. 1936, pp. 196—198.
t Bulletin de VAcadtmi* da Seitnea <U FU.B.S.S., 1926, p. 646. Proe. Roy. Soe. A. 118,1988, p. 1.
§ B. A. Fisher, Metron, VoL ra. Noe. 8—4, 1924, pp. 1—8.
B B. A. Piaher, Phil. Tram. B. Vol. 818, 1988, p. 91.

H itemoirt of the Royal Meteorological Society, Vol. n. pp. 29—87, 1928. RothamtUd Umoirt,
VoL xiv.

•• Phil. Mag. Vol. XXXIT. 1917, pp. 206—820.
t t Biometrika, VoL m . 1927, pp. 100—109.

Biometrii* xx<&. 8
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What is now asserted is that all such problems depend, in the first instance,
on the determination of a fundamental frequency distribution, which will be a
generalisation of equation (2). It will, in fact, be the simultaneous distribution in

samples of the n variances (squared standard deviations) and the - • —- product

moment coefficients. It is the purpose of the present paper to give this generalised
distribution, and to calculate its moments up to the fourth order. The case of
three variates will first be considered in detail, and thereafter a proof for the
general n-fold system will be given.

2. Tri-variate Product Moment Distribution.

Let the frequency distribution of the population sampled be

1

1r(x-mQ. to^ ( £ ^ (y-m, )^-^ (,-Wl)(x-Wl) (x-m^y-m.)

dxdyds (4),

where A is the determinant | prt | a, t = 1, 2, 3, and A,, is the minor of p,t in A.

Now let «,, Xt, ... my represent the sample values of the a;-variate, and

y i , y » . ••• yif, * i . * » > ••• * N

be the corresponding values for the y- and *-variates. Then the-chance that

« i . y i . 'L « . , y>, **,-•• XN, yN, 'a

should fall within the elementary ranges dxlt dyx, dt^, ... dx$, dyy, dig is

1
Sf N

x e 2A i L o\* o-* ff* <rff cr^ <T<f J

ct dxsdyNdzN (5).

The following statistical derivatives are now to be calculated from the sample
and substituted in (5):

% NX() y(3/) ()
i l l

Nat-tte-SSr, N8t~7.(3l-yT JVtf = 2 (*-*>•
i I i
JV _ s x

Nras18, = l(y-y)(e-i) Nrn8ts1*°'Z(e-i)(z-tc) Nrn818t~2,(a>-z)(i/-y).
I I I

In order to transform the element of volume, we require to extend somewhat
the geometrical reasoning employed in the two variate case*. The N values of x
may be regarded geometrically as specifying a point P in an ^T-dimensional space,

• See Biometrika, Vol. x. pp. 609—510.
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whose co-ordinates are x1 — x,xi — x, ... xN — a. Similarly the N values of y and the
N values of z specify points Q, R in the same space. When x and «! are fixed, as
when a particular sample is chosen, P is constrained to move so that its perpen-
dicular distances from the line x^ = x, =... = xN and from the " plane "

remain constant. It must therefore lie on the sur&ce of an N— 1-dimensional
sphere which is everywhere at right angles to the radius vector «1 = «9 = ... =«jv.
The element of volume is then proportional to (•/Ns1)

N~i dsxdx. For the factor of
proportionality we require the entire area of the sur&ce of a sphere in N — 1
dimensions. If of radius r this is, for N = 3, 4, 5, 6, 7,

2TJT,

the general result being 22. —n—s-. r .

•fr)
Thus we have a contribution to the transformed element of volume of

2-

x-i y-i
IT 1 N *

\ 2 )
By similar reasoning Q and R must lie on concentric spheres in the same

space, and there will be corresponding contributions to the transformed element of
voluma Let the radii vectores OP, OQ, OR be cut by the unit sphere whose

P

N

centre is at 0 in the points L, M, N. Then LMN is a spherical triangle, specified
by the nature of the sample. To find the chance that this particular triangle
should be chosen we note that, P being fixed, the chance that Q (or M) should fall

within the elementary range d0t (5, being the angle „ — LOM) is equal to

'<
8—9
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i.e. to

Similarly the chance that R (or N) should fall within ddt (z5iV= ~ 0gJ is equal to

- 2

But the points .Af and N do not vary independently. They are connected by the
relation that, if <f> be the angle between the planes LOM and LON,

cos <p = rffl., = / i «. > A /1 _ 1' -I — "11 v A — ' u

Now LM being fixed, the chance that LN should fall between the angles <f> and
<f>+ cUf), measured from LM, is equal to

sin-v-*</) d<f> + f "sin * - ^ ( ^ ^ 1 { sin
.' 0 /— / « — o\

The transformed volume element will consist of the product of all the above
probabilities. The exponential term in (5) is easily expressed in terms of «,, «,, a,
and the r's, and we have

s(iv-a)

cos N-^6lcos^-'^sinN

(6).

We can integrate out immediately for x, y and z. The integration produces
(<j2ir)'Nia1a,a; v'A, and we get

x s.-Y-2*,^-*s/"Jcos Ar"3^1 cos Ar-30jsin /
(7).
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Following Romanovsky * in the method of expression, let us put
s,' = o s,s, sin 0, =h,

Si* = 6 8,8, sin 6S = g,

8f = c s,s, (cos 0, cos 6% cos </> + sin 5, sin #,) = / ;

87

(for ru = sin#1, ru=>sin#,, and r, r V l - r , , 'V l - i
For the Jacobian of this final transformation we have

df n dh

d(a,b,c,/,g,h)

= av«» V cos1»! cos'y, sin <p
= 8 {6c (at - A1) (ac - #') | (tftc }*,

where | abc \ denotes the determinant
a h g\
h b f[
9 }f c\

The element of volume then becomes on transformation
x-3 y-* x-*

a h g
h b f
9 f

a very neat result.
Finally we have for the simultaneous distribution of the three variances and

the three product moment coefficients the symmetrical expression

dp-

N-t

dadbdcdfdgdh.

\ ( y

x e *c

a h g
h b f
9 f c

CompttM Rendut, loo. oit. See also Matron, Vol. v. No. 4, 1926, p. 81.
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We may simplify this expression by writing

2oy Ar,1' A ' r,'" A '

2<rl<r1' A==. 0'
N A*

2cr,cr1' A '2<7-,<r,' A '
when it becomes

dp= — A
H
0

H
B
F

G
F
G

K-l
2

X

e"

a
h

9

Aa-

h
b

f

Bb-

9
f
c

dadbdcd/dgdh

(8).
It is to be noted that | abc | is equal to «,'«,•»»' | rpqI. p. ? = li 2, 3.

This is the fundamental frequency distribution for the three variate case, and
in a later section the calculation of its moment coeflScients will be dealt with.

3. Multi-varvite Distribution. Use of Quadratic co-ordinates.

A comparison of equation (8) with the corresponding results (1) and (2) for
uni-variate and bi-variate sampling, respectively, indicates the form the general
result may be expected to take. In fact, we have for the simultaneous distribution
in random samples of the n variances (squared standard deviations) and the

— product moment coefficients the following expression:

dp =

A»... Ala

AB...An

A*...Ann

N-l

N-2

a,, a,, ... a,n

•(9),

where Opq = SpSgVpg, and

I ••• dm

N A
', A being the determinant

\Pp<i\,p,q°l, 2,3, ...n,
and Ap, the minor of pm in A.
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This result can be proved by the aid of the following general geometrical con-
siderations. We shall begin by denning the quadratic co-ordinates of a set of
points, and thereafter develop the argument by the use of these co-ordinates.

(a) If XpU tCp,,... a^, are the rectangular co-ordinates of a point (p) in space of
n dimensions, then the configuration of a set of li points relative to the origin may
be specified by the co-ordinates

4

These co-ordinates will be unchanged by any rotation of the whole system
about the origin, the configuration of the set of (n + 1) points including the origin
being unchanged.

(b) The determinant | ̂ M |, p, q = 1, 2, 3 , . . . n, on expanding the several terms,
may be recognised as the square of the determinant j Xpq |, p, q = 1, 2, 3, ... n, and
is therefore equal to the square of the volume enclosed by completing the parallel-
faced figure having one corner at the origin and edges running to the n points of
the figure. This volume will be represented by vn.

(c) The perpendicular distance of the point (n) from the plane space passing

through the origin and the points ( l ) to (n — l ) i s —— .

(d) If the points (1) to (n - 1) are fixed, and that of the point (n) is specified
by the co-ordinates £„,, £m, ... £„„, then the element of volume in the neighbour-
hood of the point (») may be represented by

For the Jacobian

« ( f « i int, . . . £n«) _ I ""« ""» ••• ~n» o

iVn.

(e) If in a space of N dimensions the points (1) to (n - 1 ) are fixed, and that of
the point (n) is specified by the co-ordinates fm, £„„ ... fn» within ranges

then the point (n) is free to move on the surface of a sphere in N—n +1 dimen-
sions, of which the centre is the foot of the perpendicular from (n) upon the space

containing the points (1) to (n— 1). The radius of this sphere is therefore —- ,
**H— 1

and the area of its surface is
_J(.V-n + l) / v \A'-»2 A£)
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This surface is everywhere normal to the space passing through the origin and
the points (1) to (?i). But the element of volume in this space is

Hence the entire volume that may be occupied by (n) is

fit - n + 1\ ««_,*-»
•(10).

( / ) The quadratic co-ordinates of n points in space of N dimensions may be
also regarded as co-ordinates of a single point in space of n sets, each of N dimen-
sions. If the projections of the point upon the first n — 1 spaces are fixed, the
volume element corresponding to variations of the co-ordinates fnl, fa, ... £„„ will
be that found above.

(g) We now require the volume element corresponding to variations of all the
co-ordinates of a point so specified in Nn dimensions. The component spaces of N
dimensions each are defined by rectangular co-ordinates, hence the entire volume
may be found by multiplying the volume element defined by the variations of
fin £ui ••• fn-in-i by that defined by the variations of £nl> £«»'••• fnn- Conse-
quently the volume element for variations of all the co-ordinates is found by
multiplying together the volumes (equation (10)) got by putting n successively
equal to 1, 2, ... n. The component volumes «„_, appear in these expressions
successively in the numerator and the denominator with equal indices, and there-
fore disappear from the product, thus we have finally for the volume element

B*-"-1df11,dfI,,...dfB» ...(11).

r £ N-n

(h) Now write N—l for N and let £OT

work. The above expression then becomes
to correspond with our earlier

Chi

tf-m-»

and this multiplied by a density factor

becomes
•Sf"1'

H (»-l) a* ...

.V-n-8

dalldalt...

whence our general result (9) follows.
(12),
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4. Moment Coefficients of the Distribution.
It is now possible to find the moments, up to any desired order, of the

simultaneous distribution given by (9). A number of these moments will be iden-
tical with those found previously for the cases of one and two variates, and
published by different writers. To illustrate for the case of three variates, let

F(abcfgh)*

e-Aa-Bb-Cc-2Ff-2Og-2ffli

A
H
G

h
b
f

H
B
F
9
f

0
F
C

i V - 1
s

.(13).

Then the generalised product moment coefficient of this distribution is given by

Mjumpq** lj\i\ja)btc?fmg>>hi F(abcfgh)dadbdcdfdgdh,

where the limits of integration for a, b and c are 0 to oo, and for f, g and h
— Vic to + Vic, — t/ac to + *fac and — slab to + Vai respectively. Now following
the method of Romanovsky*, we define the function

4>(a/3y\?v) = I"da Cdb ("de j((F(abc/gh)^a+^+ey+fx+^+hr dfdgdh
Jo Jo Jo JJJ

(14)
as the generating function of the product moments, which are given by

(15).f

Since the total frequency volume in (8) is unity, we have
A H
H• const. B
Q F

0
F
C

where the integration is taken throughout the volume. A parallel result is
obtained for the integration in (14) simply by replacing A by A —a, B by B — 0,
H by H— \v, etc., in the determinant | ABC\. What is then left to deal with is
the fundamental frequency volume and we have

A
H
0

E
B
F

G
F
C

y-i
2 A-a .v-i

...(16),
H-\v G-ifM

H-\v 5-/9 F-\X
0-i/* F-\X C-y

a convenient expression from which to calculate the moments. It is of the sume
form when generalised for the case of n variates.

We shall use the notation

corresponding to the determinant

P\P

h
b

9 f
Metron, loc. cit. pp. 27, 82, 83—0.
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to represent the general product moment coefficient of the 7th power of a,1,
fcth power of «,'. fth power of «,'i w»th power of St«ir,,, pth power of s ^ n , find
gth power of «!«irM. These moment coefficients are in all cases except the first
calculated about the mean of the sample, and are expressed in terms of the follow-
ing moment coefficients of the general population:

In most cases- there will be a number of similar results deduced from one
another merely by a cyclical interchange of the suffixes, but one representative result
for each class only will be stated- The following pages list every independent result
up to the fourth order, and as far as eight variates. They therefore embody certain
results which are already known. " Student" * first gave the one-variate moments up
to the fourth order, while Soperf, to his degree of approximation, gave all the two-
variate results, to the same order. His second and third order moments agree with

the following, except for the terms in N, which he makes T> and ^ > *& place of

N— 1 N—1 .
—IT— and --„ . The divergence of the fourth order results is wider, for the same

N' N3 °
reason. IsserliaJ later gave the general 2nd order—4 variate, 3rd order—6 variate
and 4th order—8 variate moments, sampling from a limited population. For an
infinite normal population his results can be expressed in terms of the p's, and, of
course, all the moments up to the fourth order can be deduced from his three resulte
by associating the variates in all the possible ways. But his results were calculated
about the general population value, and not, as in the following, about the mean
of the sample.

5. Derived Coefficients.
We are now able to deduce certain other constants of the distribution curves

specified by the moments cited. In particular we have for the Betas of a,,, i.e. of

4Vui f2^1

These values show that when p™, the correlation coefficient of the sampled popu-
lation, is zero, the distribution of o,9 is symmetrical, but not normalt For

showing that as far as the first four moments the curve agrees with Type.VII. On

* Biometrika, Vol. vi. 1908, p. 4.
t Biometrika, Vol. n . 1918, pp. 108—104.
* Diometrika, Vol. xn. 1918, p. 188.
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the other hand, when Pn =» 1 we have the Betas of «*, the square of the standard
deviation of the sample,

8 12

the well-known Type III result*.

Since 0,,$, is always greater than 3, the curve of distribution is leptokurtic.
We also have

oo M fi 12 ( 1 - P 7

12
which is always positive, having a maximum value -vr—-. Also

+ ^yr I l + ep+p^y
-p«)fi N-i- (l+p*? j

showing that the curve is of Type IV for small p, but beyond a value of about "45
(according to the size of the sample) it becomes Type VI.

Certain correlation coefficients also follow at once from the moments given. It
will be remembered that Pearson and Filon in PhiL Trans. Vol. 191 A, 1898, p. 242,
gave »•„,„, •= pu* and rriTu =• p,j/V2 approximately. They also gave approximate
expressions for rai.Tu, ryu,r|i and rru.r>4 (pp. 256, 259, 262). In our case the corre-
lations we are able to deduce are those between the product moments themselves
and are exact, thus

•v~-Ki)}+W t : )} 'W-i)}* -*•*•

' :|)}
My thanks are due to Dr R. A. Fisher, in whose laboratory this paper was

written, and without whose critical help it would have been difficult to generalise
the geometrical methods employed by him.

* " Student,1' Biometrika, Vol. TL 1908, p. 4.
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1ST OBDEB:

1 variate

2ND OBDEB:

1 variate

(3)

2 variates

(4)

(6)

2 variates

(2) / * ( - ' )

(7) /i

4 variates

3ED OBDEB:

1 variate

^

(5) /*(•?

(8)

2 variates

(11) M (2i) " 8 ^

(13) M ('2) - 2 ^ i

ft,1. (12) /* (• ') - 2

(1 + 3*,«), (14) M (J1) - 4

(15) / * ( » ) - 8 ^
3 variates

(16) /A ^ .' ij - 8 - ^ -

(17) M (': i) - 2 ̂ ^ < r , W ( ^ + Pl3« +

(18) î (' : 2̂  - 2 ̂ ^ <r l£r,V (ft. + 2/>11ft3 + ftaft,1),

(19)

(20) /t ('") - 2 ^ j - 1

ft.1).

ft. (3 + ft,*),

'h, (1 + ft.1),

(21) / i f " ) - • ^ a .V .V (1 + A. 1 + A.1 + Po' + 4ft.ft.fta).

(22) /i ^ i i ^ - 4 -~g- ^VgV.ft, (A, + Puft,),

(23) /x ̂  : I ) - 2 ̂ i ajV.a,1 (A I + Puft. +
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4 variates

1 '• V ~

(25)

N — 1

(26) /x ^ • ; ; J - 2 - ^ j - <ri*e7,<7,a« ( p u ^ +

/ll--\ N-l
t27) /* \ ' i i) ~ 2 - ^

(28) /*( : i j - 2 - ^ r t'lS

(29) /*( •:';)-£LNJ:ote
5 variates

(30) pY '

(31) M(

6 variates

(32) M (

2 — ^ j -

4TH OEDEB:

1 variate

2 twriate*

(35)

(36)

- 4

(39)

(40)

(41)

PuPts

+ pjep*,,) +

+ Pu (fiaPu +

2ft,'),

PaPu

/ [ 2 + (52V + 11) ft,* + (N + 5) pu«],

ft,«) + 2(iV + 5)ft,*].

+

+ Pu (PnPtt + PuPm)]-
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3 various

( t \ N — 1
ij -4 ofaW

(44) /x ( 2 i i ) -4 -=^ia I V,V,[

(45) M (2: i) = 2 ̂ j i ax**,V [(iV - 1) (1 + ft,') + 4 (p^ + ft,*) + 8Pl,ft,pn

(46)

(47) M (2:1) - 2 ( ^ ~ y + 3) a^ok* (/hi

(48) / * ( r i i ) - 4 ^ ~ - a.V.WPftifti + (^ + 1) A. (Ai1 + As*) + W +

(49) M(lii) - . S y ^ V P + 3) A,f + 2ft,'

(60) /*("! ) - 22^a1«a,\7 J[2 /) t J + 2(iV + 2)ft,ft,

(51) M ( l i 1) - 2 ̂ J aaV,W [2 (ft, + ^ft,Pn) + 4ft, (ft,* + ft,,') + (^ + 1) ft,1

+ (aW + 7)ft,ift,ftJI

(52) M ( ' i i) - 6 ^ ^ » , W [ ( N + 1) puft, (1 + ft,') + 2ft, (ft,' + ft,')],

(53) M (X • •) = 2 ( A " ~ y + 3 ) a.V.a.' (ft, + 2 , ^ + 3ft,ft,«),

(54) / » ( 1 : l ) - 2 ^ ^ ^ V . ' c r , * [ ( ^ + 1)ft,(1 + ft,') + 4ft,/* + 2ft,» + 2(N + 2)ft,'ft,

(55) /* ( ' • i) - ^ ^ r 1 »x^iV [1 + Ai1 + (^ + 2) (A,1 + ft,1) + (W + 7) ft,ft,ft,

(56) / * ( " » ) - S ^ i ^ a . V K ^ + 1) (Ai + PvPn*) + (^ + 5) ft, (ft, + ft,ft,)],

(57) / * ( ' : « ) - ^ - »i^i V [(2V + 1) (1 + 2ft,'

+ {N + 5) (ft,' + ft,1 + 4ft,ft,ft,)],

(58) M ( ' 1 2) - ^ i afaWlW + 5)ft, + (3iV + 7)ft,ft, + (2V + l)ft,8

+ 2 (AT + 3) ft, (ft,' + ft,') + (3tf + 11) ft,ft,ft,'].
4 variates

(59) /if x; i j - 4 - ^ - <V<r,I<7,e74[(tf - l)ft,ft« + 4ft,(ft,ft, +

(60) / i ^ •: i) — 2 '— ^(
4
 + J gi§g,g,g4 (/>i»At + ft«Pn + 4ft,ft,ft«),
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- 2 - j ^ - "fa*0*0* KN - 1) (fti + ftsPu) + 4ft, (ft»ft* + ft»fti + Pufts)

(62) M ( ij;) - i t i ^ W P - 1) (tfpj + pjpj + pjpj)

+ 4 (PUPUPMPM + PuPuPaPs* + ftsftiftaft*)].

(63) y. ( i i •) - 4 *^!oiVbr,%i [(ftift* + PuPu) {2ft, + (ff + 1) ft,ft,}

+ PUPB {(N - 1) fts + 4PUPJ,}],

(64) M ( l J i) - 2 ^ 1 a.V.V.a. [2 (N + 1) p., (pu^ + poft,)

•+ (ASPM + Pup») {2 + (N + 5) ft,*}],
a. i

(65)

(66) M ( 1; i ) - 2 ̂ i o M * * , ^ [2ft, (PUPM + ft.po) + 2PU/* (1 + 2ft,1) +

+ (tf + 1) ft,* (pu + pup*) + 2 (^ + 3

( i • • i\ 2V — 1
1X : J - 2 - ^ j - c r ^ . S ^ [2 {pup* + PaPu + W - 1) ft«fta} + 4pltftap14

+ (2V + 1) ft,1 (paPu + SpnPtt) + 4ft,po (PM + PIIPM)],

(68) p. ( i \ j) - 2 - A ~ - », V.^, V [(2V - 1) ft,« (1 + ft,*) + 2 (ft,*^* + p ^

+ 4ft,{ftjft3 + ft.PM + PM (PaPu + PuPo)} +
1 2-N N-l

• j 2
/ 1 2 - N N - l

(69) /t ^ •; i j - 2 - ^ j - ^ V . ^ a * [(JV + 3) pupu + 2PBP* + 2 (^ + 2) p,, (p^p^ + PtiPn)
+ (Ar + 5)p11

1ft,ft«],

(70) ( : i

+ 2 (PUPH + ftsft*) {po + (N + 1) PnPai + 4ft,pup14pB],

(71) IX ^ • * JJ - 2 - ^ j - Or.V.V.V. [2ft. (ft,1 + ft,1) + 4 (ft1>ft4pO + ;

+ (N + 1) pu {PM (1 + ft,1) + 2ft, (ft, + ,

(i 111\ / ^ — 1) f ̂  + 3)
•:; J - 2 ^ ffx5crt^ff« (ftiPw + ftjft* + ft<ft3 + ;

/ n i . v N-l

+ (^ + 5)ft»1puft4 + (2^ + 5)ft,ft4po],

/ll::\ N-l
(74) n y • ]J - 2 - ^ j - afreet [(N + 1) ft, (PM + pop«) + 2 (iV + 2) pupapll

+ 2 (ft,/* + ft4fts + pu'pj + (N + 3) ft,1 (ft,/^ + ft4ft,)],

'! i ) ~ 2 ,-4 oi*ff,1<7jto4 [pu (p^ + 3/JUPJ,) + ft4 {1 + 2pu
f + pn* + (N + 1) p^

+ 2(N + 2) PuPuPn} + tfft, (Pu + PoPu) + PaPa {%PIIPM + W + 3) puftj],
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(76) M (' ' {j) " 2 ̂ ^ », V ° i V [ft.1 + ft»a + ft.1 + ft,1/*1 + ft,1/*1 + PuV*1

+ ft,ft»{(tf + ! ) / * + (# + 3)/*/*} + ft,fti{(# + ! ) / * + (# + 3)/*/*}
+ Puft. {(# + 1) Pu + (N + 3) /* /*}] ,

(77) M( : i ) i ^ i

(78) ^ j

(79) /i ( ' • ; ! ) - ^ ^ ^V.V.cr. [(iV +

/ • 2 1 \ ^ _ I
(80) /t ( • ; i j - - ^ - ( T i V * . 1 ^ [4ft, (PM + POPM) +

(N + 1) {(1 + pu*) (pu + papa) + 2 (ft4PB« +

(81) /» (' • ; j) - ^ ^ • a . ^ . V . V [(2V - 1) (1 + ft,1) (1 +/*') + 2 (ft,* + ft/ + ft,' +

+ 22V (PUVM1 + ftiVn1) + 4 {PuPaPa + PuPuP* + ftsftiPs*
+ PaP*Pu + PaPu(PaPu + PuPxs) + (N

( . l l i \ w _ i

' • :) " ^ V ^ "^^^ tP" {2 (! + P«l) + (^ + 1) (ft.1 + Pvfi)
+ 2(N + 2)pa (ft,/* + PUPM) + (2V + 3) (ft,ft»
+ (^ + 5) pnPa (PUPM + ft»Pn)]»

(83) p (' •; j) - ^ ^ a ^ ^ V C l + ft.1 + ft,1 + PM1 + PM1 + N {pu* + p»«)

+ ft,1/*1 + ft,1/*1 + (^ + 2) Pu'Po1

+ (N + 3) (puftsfts + PaPuPu + PuPuPu + Pn/*/*)
+ (N + 7) PuPoipaPu + fti/*) + (32V + 1) ftjfta/*/*].

5 various

(84) fi ( ' ._! ! ) - 2 Nl <j1
iatQioiai[{N - 1) (puptt + PaPu) + 4Pi, (PuPu + PaPu)

i + PaPul + 4 (2V + 1) PuPuPuPu],

BihrfrtOiKN - 1) (PiSpuPu + PiSpuPu + PnViiPu)(86) /i | . 2 i : j J = 4 -^- a

+ 2ft,ftj (puPu + PBPM) + 2ft,/* 0 * / * + PIIPM)

2ft, ft» (ft./* + fti/*)]>

(86)

+ 2 (2V - 1) puPuPu + (2V + 1) ft, {ft, (/*/* + /* /*) + 2ft,/*/*}],
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(87) n ( : i i ) - 2 - = j - o^Vfacr, [(N - 1) Ai1 (ft. + ft./*) + 2 (A.V* A. + P»*PuPu)\ 11)-2-w-
2ftjpu (PuPa + P»PM) + 2puPo (2paptl + pupa +

+ 2 (pu +

(88) n I ,'.'.'. J — 2 y 4 aj'crj'o'ĵ CT, [ ( # — 1) PuPu (1 + Pn') + 2 (pu'fHtPx + Pu*

+ 22V AiPu (p*Pis + PBPM) + 2puPu (Pa + PBPJJ) + 2puPui (fit* + PuPu)
i (P» + PnP») + 2A»PU (PM + PBPM)]»

(89) M •::: i - 2 t ^

+ (^ + 2) {pu (pi«p» + PuPu) +

(90) fj.I ii ) - 2 -j^-^.cr .^cr.CpMpB + p^p.4 + 2p11p14p15 + (2V - 1)pu(p« +

+ Pw (ftsPu + PMPM + P«PM) + (Pn + 2Pi»Pu) (PuP« + PMPIS + PuPst)

PuPu) + 2

{ * , ) • • *(91) M ( ! : ) - 2 ̂ i afaafaot [(1 + 2A,1) (At A. + ft.ft«)

+ Pts (PMPM + PI»PM) + ^Pa (pupa + P»PM)

+ (N + 3) pupu (pupa + PUPM) + (N + 1) Pi4pij(pu +

(92) M ( ' ' i i ) - 2 ̂ i a.V.a^cr, [(^ - 1) A, (pu + /^p,,) + (iV + 1) W (piiP« +

+ 2pis PuPitPa) + PMP« + PUPM + 2ft, AiPu + 2 A , P U (pupa +

PuPo) + Px(PaPt* + PUPB)],

(93) p. / 1 i i j = 2 - ^ j - ffi'cr.or.'^cr,1 [p,,A4 (1 + Pu1) + PuPuPu + PM (Pw1 + Pw1)

+ PwPn (Pi4 + PuPu) + PaPa (PaPa + SpuPu) + PaPu, (PuPts + 3pi,p»)
N {PnPu (PM + PtsPu) + PuPu (Pt» + PnPss)} + (N +

(94) / * ( . . . 1 = —jryj~<Ti^cri lo»cr4(7»[^:Pu(Pi4Pi» + PaPu) '

V 7 ^
+ (tf + 1) {(1 + pu') (A«p» + PIIPM) + 2 (pn + puPu) (PMPB + PUPM)}]»

V :/
2Pu (Pu' + Pa1)

+ 2pu (PMPO + PIIPM) + 2pu (j>uPu + PuPu) + 2pn (PuPa + PttPu)
+ 2puA» (paPa + PuPa + P»Pa4)

N-l
(96) ^ ( • : : :

+ (N + 5){pa (puPa + PuPa) + PM (PUPO + PuPts) + Pw (PIIPM + PuPu)}],
Biometrika xiA 4
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(97)

(98)

+ PMP») + + PnPn) +

V v

+ (N + 1) {pa1 (puPu + PiiP») + 2pupnP»4 + (Pu + PuPss) (Pu + PuPu)}
+ 3) Pu (PaPm + PUPM) + (N + 5) puPu (PUPM + PuPu)].

+ pa*) + + ft.1) + PMPa(l + /hi1)}

+ (PnP» + PuPu) {(N + l)p,»+(N +
+ (PuPu + PuPu) {{N + 1) ft, + (^ +

(99)
• \ \ i -

3) p u

+ Pu5 + Puf +

Pu*) +

+ PuPu{# + (N + 2) />»•}

(100)

\ + PaPu) + PuPuPu + PuPuPu}
+ (N + 1) PUPM (PUPB + PUPM) + (N + 2) PnPu (Pu + PuPu)].

+ (Pu + 3puPn) (Pu + PuPu)+ pu2) (p u +

6 various

(loi) ^

+ PM1 (Pa + PuPu) + 3p« (PJSPM + PaPuPa)

+ -v {Pi45Pai + (pa + PvtPa) (Pa + PuPu)} + (2-# + 1) PUPUPMPM
+ (A* + 2) plk (pup,, + PuPaPa) + (A' + 3) PUPUPUPU

+ (-V + 4) p,i (PUPOPM +

i . .
. i 2 ~-^r4- <T1

1a,taj(74CT,CT,[(.Y - 1) {p,,1 (pj,pH +

-r 2PUPUPBPM} -f 2 (pup* + PiiPn) (PUPM + PuPts)

(102)

•̂  2puPij(pnPa -r PMPM) + %PiiPi»(PnPu + PMPSJ)].

2 ^ ' [ ( A '

(103)

r 1 . . .
. 1 .

. 1 - 2

+ Pit (PaP» + PtsPa) -r Pa (PoP*s + PUPM) + Pu (PaPu + PuPn)
•:- 2puPw (PuP«« + PieP«) + 2pupM (PUPM + PUPJJ)

-i- (-V + 1) {puPu (PMPM + PaPu) + PuPu (PuP» + PuPn)}].

+ PuP«) + + PuP»)

- ^ {PaPa(PiiP*»- PMPU) + PaPuiPoPtfr PaPa)} + PaPu(PaPu + PUPM)

+ PaPi* (PaPu -r Papn) T (A* - 1) PuPu (pu + PaPu)
+ PitPa) (Pupx + Pi«Ps>)]»

(104)

. / / v
u (PllPM + PltPsi) + + PltPu)

- (-V - 1) PuPu (PM -T p«Pa) + -Vpj4 {p,, (pap^ +
+ Pu (PtiPa T PBPM)} + PUPM (ABP« + PMPU) + PuPu (PnPu + PnPa)

+ Puf (POPM + PMPM) + ZpuPuPuPst

"̂  (PUPM + PUPM) (PUP« + PuPu + %PUPMJ\,
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(105)

(106)

(107) M |

(108)

7 mriolcs

N-l

+ Pufho) (puPm + PMPM) + * (PI»PUP»PM + PUPUPBPU)
+ 2 (ft, + paPn) (puPu + PuPu) + 2 (p14 + PaPu) (pup* + PuPu)
+ 2 (pn + pu/>u) (p»pu + pupa) + 2 (pu + puPu) (p^p* +

+ 2p,, + PuPu)

+ 2pi« (PKPJS + PnPu) + 4puPu(PuPM + PaPu + PuPn)
+ (N + 1) {(fa + papa) (papu + PuPu) + (Ptt + PuPu) (PuPm + Pup*)
+ (P»4 + PuPi«) (PuPm + Pi«P»)}].

- 1
N*

(p^p,, +

Pt«Pa)+ (Pa + ^PuPa) (PuPu
+ 2PM (PuPie + PaPw) + 2 (paPuPvPn + PUPUPBPM)
+ (PuPu + PuPa) {PaPu + (N + 1) puPst + (N + 2) pupc}
+ N {(Pts + PuPu) (PKPU + PMPU) + (Pu + PuPu) (PUPM + Pi«p»)}]>

favi [(N - 1) (pu +

N {(PuPts + PUPM) (PMPW + PUPM) + (PHP* + PUPM) (PMPM +

PiiPuiPaPu + PxPu) + PaPn(Pi» + PMPU)
+ PtePa) + 2PMPM(PUPM + PUPJI) + 2pMpM(pupM +

+ (Pu + PMPU) (PM + Pa Pat) + (Pu + PuPu) (Pu + PoPn)
+ (Pu + POPM) (2pup»j + PuP«e + PuPu) + (p*> + PuPu) (2puft» + PuP«)].

u + Pwpu)

^.ll. . . . \

.1

N-l
2 - ^ — criIo-,<r,<T4(7ja,cr7[p11pX4(pMp6,

+ PuPw(P34Pi7 + PnPu) + PuPiAPuPu + PaPu) + PoPuiPnPa + PvPu)
+ PuPu(p»»P«7 + PoPie) + PuPi»(p»iPt7 + PtsPn) + PuPi?(P*iP»4 + PuPu)
+ PuPuiPmfht + PITPW) + PMPI?(PBPM + P*Pn) + PI»PU(PMP*7 + PnPu)

+ PuPi? (PMPM + PMPM) + (N ~ 1) {PuPu (p«Pi? + P4?PM)

N — 1

+ (Po + PuPu) (ptsPti + PnPu) + (Pu + PuPu) (PuPa + PnPti)
+ (P» + PUPIT) (PMPM + PssP«) + (PUPM + PuPn) (puPst + PnPtt)

+ PuPn) (PuPa + PnPu) + (piaPn + PuPa) (PuPst + PUJPM)
+ PitPn) (PUPM + PuPu) + (PuPn + PwP»i) (PaPn + PnPa)

+ (Pup* + PvPu) (PUPM + PwPa) + (PuPn + PuPv) (PuPn + PITPM)
+ (PiiiPc + Pi7P») (Pupj. + Pi.P»4) + ( # - 1 ) {(PB + PuPu) (p«Pi7 + PvPm)
+ (PuP* + PuPu) (PuPw + PiTPse) + (PuPa + PuPs4) (PuPv + Pi?P»)}]-

4— i
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8 variates

\ N — i
(111) /xj "; i ; : I ~ ~^T Wt^WWiOiUPitPu + PaPn) (PaPa + P*»PK)

• \J + (PaPu + PitPa) (PaPu + PaPa) + (PaPti + PnPa) (PaPm + PuPu)
+ (PaPu + PuPts) (PuPtt + PuPti) + (PuPm + PuPu) (PnPm + PssPti)
+ {PitPu + PuPu) (PnPu + PaPn) + (PuPa + PuPu) (fiaPa + PnPu)
+ (PitP* + PuPu) UhtPm + PBPV) + (PiiPa + PnP*) (p»P*» + PuPu)
+ (PuPu + PuP») (PnPa + PxiPtt) + (PuPti + PiiPm) (PisPu + PnPa)
+ (PuPm + PuPni (PaPn + PnPa) + (N~ 1) {<J>nPu + PuPn) (pmPm + PstPti)
+ {puPu + PitPn) (PtiPu + PaPtt) + (PvPu + PuPn) {PaPm + PuPu)}]-


