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Problem 1 (DFT Revisit).

(i) Define Y [k] = X[k](=1)* = X [k]e?>"~ (/2 then y[n] = z[(n — ¥) mod N].

On the other hand, X;[k] = real{Y'[k]} = (Y[k] + Y*[k]). Since z[n] is real and
therefore y[n] is real, Z[k] = Y*[k] = Y[—k mod N]| and then, z[n] = y[—n mod N].
Thus, z1[n] = y[n] + y[—n mod N] = z[(n — §) mod N] + z[(—n — &) mod N].

(i) x1[n] = 3(y[n] + y[—n mod N]) and z5[n] = 3(y[n] — y[—n mod N]) and since the
DFT is linear function, we can say that

and

Problem 2 (Limits of Z-transform).

(1) X(1) = 30wl = 350 2ln]
(a) is correct since z[n] is causal. It shows the limit of the series ) > z[n]. If the
ROC of X(z) contains the unit circle, then it has limit and the limit is equal to X (1).
(i) lim X(z) = lim ) 2 z[n]z™" = z[0].

Z—00 Z—00

(ili) lim 2(X(z) — z[0]) = z[1]. The result follows from the fact that :

Z—00

le)rgo 2(X(z) — z[0]) = Zlggoz (Z zn|z™" — .7)[0])
= Zlggoz (Z x[n]z‘”)

= ZIL’IIOIOZO:C[” + 127" = z[1].

(iv) X(2) =7 z[n]z = d)éiz) = 3% —nafn]e D),

Therefore, —zd);iz) =2 jnx[n|z7"

It is the z-tranform of nx[n].




(v) from (iv), —z22E) = Yo gnxn)zT =" nxln]z "

dz
Hence,
d 1
: (n—1) _ -n __
th 22 = th E nxn th E (n+ Dzn+1]z7" = z[1]

Problem 3 (Stochastic Processes).
(1)

m, = E[z[n]] = E'[sin(wn + 0)] = E [sin(wn) cos(#) + cos(wn) sin(6)]
= sin(wn)E [cos(#)] 4 cos(wn)E [sin(0)] .

Esin(6)] = / " sin(0) £ (0)do = /0 "sin(0)—do = —Lcos(8)| —o.

—00

In the same manner, E [cos(f)] = 0.

Rx[l, k] = E[X[(|X[k]] = E {sin(wl + 0) sin(wk + 0)} .
We know that sin(¢r) sin(ps) = 3 (cos(p1 — ¢2) — cos(p1 + ¢2)). Thus,

Rylt.k] = E {% lcos(w(l — k)) — cos(w(l + k) + 29)]}

= £ Bleos(w(t — k)] — 3 F {cos(w(t + k) +26))

= %cos(w(ﬁ —k)) — %E {cos(w(l + k) +20)} = %cos(w(ﬁ —k)).
The last equality is due to

E{cos(w(l+ k) +20)} = E{cos(w(f + k)) cos(26) — sin(w (¢ + k)) sin(260) }
= cos(w(l + k))E {cos(20)} —sin(w({ + k))E {sin(20)} .

and E {cos(20)} = f cos(26) 5-df = —sm(29)| = 0.
Similarly, E {sin(26)} = 0.

Since my is fixed and Rx[¢, k] is only a function of ¢ — k, we can say that z[n] is a
wide-sense stationary signal.
(ii) Let’s first compute the impulse response of this filter.

hin] = é[n] + Bd[n — 1]

Therefore, A .
H(e?™) =1+ pe 9%/,

On the other hand,

Pye(e) = FT{Ry[k]} = % [Banf —w) — Banf +w)].



Therefore,
Py(e/) = | (&) 2Py (27
= | B [Fnf — )~ B(ens +w)

J
_ [5(27rf —w) = d@rf +w)} .

(iii) We should compute Py (e/2™/) :

00 —1 00
Px(6j27rf) _ Z Rx [k,]e—j%rfk _ 0_2 Z a—ke—j27rfk: + 0.2 Z ake—jQWfk
k=—o0 k=—o00 k=0

9 ael ! 1 9 1—a?
7 \1 - et * 1—aef) =7 \1ta2— a(e=727f 4 ei2mf)

More over,

[H ()P = 1+ Be ™ = |1 + Beos(2nf) — jBsin(2r f)[?
= (1+ 8%+ 2Bcos(2rf)).

Thus,

Py(e]27rf) = (1+ B2 +25 COS(27Tf>>U2 (1 + a2 — 2aacos(27Tf)) ‘

(iv) Y[n] corresponds to a white noise, if it power spectral density is a constant value for
all frequencies. Therefore,
1—a? .
= const.
1+ a? —2acos(2nf)

B(e) = (1+ 5+ 25 cos(2n )

if and only if
1+ 8%+ 2B cos(2nf)
1+ a? —2acos(2m f)

Hence, we can conclude that g = —a.

= const.

Problem 4 (Min. Mean Squared Error Estimator®).
(i) We should verify the following three properties of inner product :
- Positivity :

() = / wt* Py (a, y)ddy — / (U2 Py y (z, y)dady > 0

- Linearity :

{au + bw,v) = E((au + bw)v*) = aE(uv*) + bE (wvx)
= a(u,v) + b{w, v)

The above equalities are due to linearity of expectation function.



(i)

(iii)

- Conjugate symmetry :
(u,v) = E(u’) = (E(u))" = ((v,u))*
Since it is unbiased estimator,
E(X)=E(X)=E(aY +b)=aE(Y)+b (1)
Since it is minimum mean squared estimator,
E {(X - f()2} —E {X2 Iy chs QXX}
— B(X))+ B {f@ - 2XX}
E(X?) is fixed and we should minimize the second component :

E{X2 - QXX} = E{(aY +b)? - 2X(aY +1b)}

= B((a*Y? 4+ b* + 2abY) — 2aXY — 2bX)
= a’E(Y?) +b* + 2abE(Y) — 20E(X) —2aE(XY)

—b2 from (1)
=ad’B(Y?) — 2aB(XY) - b*

We know that b = E(X) — aE(Y) = mx — amy. Thus,

E {X2 - QXX} — 2E(Y?) — 20E(XY) — (mx — amy)? = f(a)

To minimize E {X’Q — ZXX} = f(a), we can take the derivative from f(a) and set
it equal to zero,

f'(a) =2aE(Y?) —2E(XY) + 2my(mx —amy) =0
E(XY) — mxmy

a= E(Y2)—m§, , b=mx —amy

Shortly, the subspace of random variable Y contains Y and all continuous functions
f(y). Assume that p(y) is the minimum mean squared estimator, i.e.

argmin(z — f(y), = — f(y)) = p(y)
According to projection theorem, since z—p(y) has the minimum norm for all members
of subspace. p(y) is projection of x on that subspace and, as we know, it is the
projection iff

(x—p(y), f(y) =0
(x — p(y) is orthogonal with all the members of subspace)

According to hint 2, E(X|Y) = ¢(Y) has such property and, therefore, g(Y) =
E(X|Y) is the projection of X on the subspace of Y and it is the best minimum
squared error estimator.



