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FLUCTUATIONS OF EIGENVALUES AND SECOND
ORDER POINCARE INEQUALITIES

SOURAV CHATTERJEE

ABSTRACT. Linear statistics of eigenvalues in many familiar classes of
random matrices are known to obey gaussian central limit theorems.
The proofs of such results are usually rather difficult, involving hard
computations specific to the model in question. In this article we at-
tempt to formulate a unified technique for deriving such results via rel-
atively soft arguments. In the process, we introduce a notion of ‘second
order Poincaré inequalities’: just as ordinary Poincaré inequalities give
variance bounds, second order Poincaré inequalities give central limit
theorems. The proof of the main result employs Stein’s method of nor-
mal approximation. A number of examples are worked out, some of
which are new. One of the new results is a CLT for the spectrum of
gaussian Toeplitz matrices.

1. INTRODUCTION

Suppose A,, is an n xn matrix with real or complex entries and eigenvalues
A, ..., An, repeated by multiplicities. A linear statistic of the eigenvalues
of A, is a function of the form > " ; f(\;), where f is some fixed function.
Central limit theorems for linear statistics of eigenvalues of large dimen-
sional random matrices have received considerable attention in recent years.
A very curious feature that makes these results unusual and interesting is
that they usually do not require normalization, i.e. one does not have to
divide by \/n; only centering is enough. Moreover, they have important
applications in statistics and other applied areas (see e.g. the recent survey
by Johnstone [35]).

The literature around the topic is quite large. To the best of our knowl-
edge, the investigation of central limit theorems for linear statistics of eigen-
values of large dimensional random matrices began with the work of Jons-
son [36] on Wishart matrices. The key idea is to express > \¥ as
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where A, is an n x n Wishart matrix, and then apply the method of mo-
ments to show that this is gaussian in the large n limit. In fact, Jonsson
proves the joint convergence of the law of (Tr(A,), Tr(42),...,Tr(A})) to a
multivariate normal distribution (where p is fixed).

A similar study for Wigner matrices was carried out by Sinai and Sosh-
nikov [46, [47]. A deep and difficult aspect of the Sinai-Soshnikov results
is that they get central limit theorems for Tr(AL"), where p, is allowed to
grow at the rate o(n?/3), instead of remaining fixed. They also get CLTs for
Tr(f(A,)) for analytic f.

Incidentally, for gaussian Wigner matrices, the best available results are
due to Johansson [34], who characterized a large (but not exhaustive) class
of functions for which the CLT holds. In fact, Johansson proved a gen-
eral result for linear statistics of eigenvalues of random matrices whose en-
tries have a joint density with respect to Lebesgue measure of the form
ZLexp(—nTrV(A)), where V is a polynomial function and Z,, is the nor-
malizing constant. These models are widely studied in the physics litera-
ture. Johansson’s proof relies on a delicate analysis of the joint density of
the eigenvalues, which is explicitly known for this class of matrices.

Another important contribution is the work of Diaconis and Evans [21],
who proved similar results for random unitary matrices. Again, the basic
approach relies on the method of moments, but the computations require
new ideas because of the lack of independence between the matrix entries.
However, as shown in [20] 2], strikingly exact computations are possible
in this case by invoking some deep connections between symmetric function
theory and the unitary group.

An alternative approach, based on Stieltjes transforms, has been devel-
oped in Bai and Yao [5] and Bai and Silverstein [6]. This approach has its
roots in the semi-rigorous works of Girko [24] and Khorunzhy, Khoruzhenko,
and Pastur [3§].

Yet another line of attack, via stochastic calculus, was initiated in the
work of Cabanal-Duvillard [I4]. The ideas were used by Guionnet [26] to
prove central limit theorems for certain band matrix models. Far reaching
results for a very general class of band matrix models were later obtained
using combinatorial techniques by Anderson and Zeitouni [1].

Other influential ideas, sometimes at varying levels of rigor, come from
the papers of Costin and Lebowitz [19], Boutet de Monvel, Pastur and
Shcherbina [12], Johansson [33], Keating and Snaith [37], Hughes et. al. [30],
Soshnikov [48], Israelson [31] and Wieand [52]. The recent works of Ander-
son and Zeitouni [2], Dumitriu and Edelman [22], Rider and Silverstein [44],
Rider and Virdg [43], Jiang [32], and Hachem et. al. [28, [29] provide several
illuminating insights and new results. The recent advances in the theory of
second order freeness (introduced by Mingo and Speicher [41]) are also of
great interest.

In this paper we introduce a result (Theorem [3.1]) that may provide a uni-
fied ‘soft tool’ for matrices that can be easily expressed as smooth functions
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of independent random variables. The tool is soft in the sense that we only
need to calculate various upper and lower bounds rather than perform exact
computations of limits as required for existing methods. (In this context, it
should be noted that soft arguments are possible even in the combinatorial
techniques, if one works with cumulants instead of moments, e.g. as in [I],
Lemma 4.10).

We demonstrate the scope of our approach with applications to general-
ized Wigner matrices, gaussian matrices with arbitrary correlation structure,
gaussian Toeplitz matrices, Wishart matrices, and double Wishart matrices.

1.1. The intuitive idea. Let us now briefly describe the main idea. Sup-
pose X = (Xq,...,X,) is a vector of independent standard gaussian random
variables, and ¢ : R” — R is a smooth function. Let Vg denote the gradient
of g. We know that if |Vg(X)| is typically small, then g(X) has small
fluctuations. In fact, the gaussian Poincaré inequality says that

(1) Var(g(X)) < E[|[Vg(X)]?.

Thus, the size of Vg controls the variance of g(X). Based on this, con-
sider the following speculation: Is it possible to extend the Poincaré in-
equality to the ‘second order’, as a method of determining whether g(X)
is approximately gaussian by inspecting the behavior of the second order
derivatives of g7

The speculation turns out to be correct (and useful for random matrices),
although in a rather mysterious way. The following example is representative
of a general phenomenon.

Suppose B is a fixed n x n real symmetric matrix, and the function g :
R™ — R is defined as

g(x) = 2' Bz,

where z! denotes the transpose of the vector z. Let X = (X1,...,X,,) be
a vector of independent standard gaussian random variables, and let us ask
the question “When is g(X) approximately gaussian?”.

Now, if A1, A9, ..., A, are the eigenvalues of B with corresponding eigen-
vectors uq,ug, ..., Uy, then

9(X) = zn:&'yf,
=1

where ¥; = u!X. Since we can assume without loss of generality that
u1, ..., U, are mutually orthogonal, therefore Y7, ...,Y,, are again i.i.d. stan-
dard gaussian. This seems to suggest that g(X) is approximately gaussian
if and only if ‘no eigenvalue dominates in the sum’. In fact, one can show
that g(X) is approximately gaussian if and only if

max N2 < Z 22,
1
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Now V?2g(x) = 2B, where V2g denotes the Hessian matrix of g. Thus, the
question about the gaussianity of g(X) can be reduced to a question about
the negligibility of the operator norm squared of V2g(X) (= 2max|\;|?) in
comparison to the variance of g(X) (=23 A\?).

In Theorem we generalize this notion to show that for any smooth
g, g(X) is approximately gaussian whenever the typical size of the operator
norm squared of V2g(X) is small compared to Var(g(X)), and a few other
conditions are satisfied. An outline of the rigorous proof is given in the next
subsection.

The idea is applied to random matrices as follows. We consider random
matrices that can be easily expressed as functions of independent random
variables, and think of the linear statistics of eigenvalues as functions of
these independent variables. The setup can be pictorially represented as

large vector X — matrix A(X) — linear statistic ), f(\;) =: g(X).

The main challenge is to evaluate the second order partial derivatives of g.
However, our task is simplified (and the argument is ‘soft’) because we only
need bounds and not exact computations. Still, a considerable amount of
bookkeeping is involved. We provide a ‘finished product’ in Theorem [B.1] for
the convenience of potential future users of the method.

A discrete version of this idea is investigated in the author’s earlier pa-
per [16]. However, no familiarity with [16] is required here.

1.2. Outline of the proof via Stein’s method. The argument for gen-
eral ¢ is not as intuitive as for quadratic forms. It begins with Stein’s
method [49, [50]: If a random variable W satisfies E(o(W)W) = E(¢'(W))
for a large class of functions ¢, then W is approximately standard gaussian.
The idea stems from the fact that if W is exactly standard gaussian, then
E(p(W)W) = E(¢ (W)) for all absolutely continuous ¢ for which both sides
are well defined. Stein’s lemma (Lemma[5.1lin this paper) makes this precise
with error bounds.

Now suppose we are given a random variable W, and there is a function
h such that for all a.c. ¢,

(2) E(p(W)W) = E(¢/ (W)h(W)).
For example, if W has a density p with respect to Lebesgue measure, and
E(W) =0, E(W?) = 1, then the function
hz) = o yp(y)dy
p(x)
serves the purpose. Now if h(W) & 1 in a probabilistic sense, then we can
conclude that
E(p(W)W) = E(¢'(W)),
and it would follow by Stein’s method that W is approximately standard

gaussian. This idea already occurs in the literature on normal approxima-
tion [I5]. However, it is not at all clear how one can infer facts about h(W)
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when W is an immensely complex object like a linear statistic of eigenval-
ues of a Wigner matrix. One of the main contributions of this paper is
an explicit formula for h(WW) when W can be expressed as a differentiable
function of a collection of independent gaussian random variables.

Lemma 1.1. Suppose X = (X1,...,X,,) is a vector of independent standard
gaussian random variables, and g : R®™ — R s an absolutely continuous
function. Let W = g(X), and suppose that E(W) = 0 and E(W?) = 1.
Suppose h is a function satisfying @) for all Lipschitz ¢. Then h(W) =
E(T(X)|W), where

Tlw) = /0 i <Z o) g V) .

Barring the technical details, the proof of this lemma is surprisingly simple.
To establish (2]), we only have to show that for all Lipschitz ¢,

E(p(W)W) = E(¢' (W)T(X)).

This is achieved via gaussian interpolation. Let X’ be an independent copy
of X, and let W; = g(v/tX + /1 —tX'). Since E(W) = 0, we have

1
E(o(W)W) = E(o(W)(W; — W) = /0 E(@(W)agt/t>dt

:E</0190(W)§<2)f/i£ 2\2;) 83;,(\[X+\/1TX )dt)

Integration by parts on the right hand side gives the desired result. The de-
tails of the proof are contained in the proof of the more elaborate Lemma 5.3l
in Section B

Since E(W?) = 1, taking ¢(z) = z it follows that E(h(W)) = 1. Com-
bining this with the fact that Var(h(WW)) < Var(T'(X)), we see that we only
have to bound Var(T'(X)) to show that W is approximately gaussian. Now,
if g is a complicated function, T' is even more complicated. Hence, we can-
not expect to evaluate Var(T(X)). On the other hand, we can always use
the gaussian Poincaré inequality (1) to compute a bound on Var(T'(X)).
This involves working with VT'. Since T already involves the first order
derivatives of g, VT brings the second order derivatives into the picture.
This is how we relate the smallness of the Hessian of g to the approximate
gaussianity of g(X), leading to Theorem in the next section.

We should mention here that a problem with Lemma [[.1]is that we have
to know how to center and scale W so that E(W) = 0 and E(W?) = 1. This
may not be easy in practice.

It is also worth noting that Lemma [[.1] can, in fact, be used to prove the
gaussian Poincaré inequality (II) — just by taking ¢(z) = = and applying
the Cauchy-Schwarz inequality to bound the terms inside the integral in
the expression for E(7). In this sense, one can view Lemma [[.T] as a gen-
eralization of the gaussian Poincaré inequality. Incidentally, the first proof
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of the gaussian Poincaré inequality in the probability literature is due to
H. Chernoff [I8] who used Hermite polynomial expansions. However, such
inequalities have been known to analysts for a long time under the name of
‘Hardy inequalities with weights’ (see e.g. Muckenhoupt [42]).

We should also mention two other concepts from the existing literature
that may be related to this work. The first is the notion of the ‘zerobias
transform’ of W, as defined by Goldstein and Reinert [25]. A random vari-
able W* is called a zerobias transform of W if for all ¢, we have

E(p(W)W) = E(¢'(W")).

A little consideration shows that our function A is just the density of the
law of W* with respect to the law of W when the laws are absolutely con-
tinuous with respect to each other. However, while it is quite difficult to
construct zerobias transforms (not known at present for linear statistics of
eigenvalues), Lemma [[.T] gives a direct formula for h.

The second related idea is the work of Borovkov and Utev [10] which says
that if a random variable W with E(W) = 0 and E(W?) = 1 satisfies a
Poincaré inequality with Poincaré constant close to 1, then W is approxi-
mately standard gaussian (if the Poincaré constant is exactly 1, the W is
exactly standard gaussian). As shown by Chen [17], this fact can be used
to prove central limit theorems in ways that are closely related to Stein’s
method. Although it seems plausible, we could not detect any apparent
relationship between this concept and our method of extending Poincaré
inequalities to the second order.

2. SECOND ORDER POINCARE INEQUALITIES

All our results are for functions of random variables belonging to the
following class of distributions.

Definition 2.1. For each c¢1,c2 > 0, let L(c1, o) be the class of probability
measures on R that arise as laws random variables like uw(Z), where Z is a
standard gaussian r.v. and u is a twice continuously differentiable function
such that for all x € R

[/ (z)] < e1 and [u” ()] < co.

For example, the standard gaussian law is in £(1,0). Again, taking u = the
gaussian cumulative distribution function, we see that the uniform distribu-
tion on the unit interval is in £((27)~1/2, (2re)~1/2). For simplicity, we just
say that a random variable X is “in L(c1,¢2)” instead of the more elaborate
statement that “the distribution of X belongs to L(c1,c2)”.

Recall that for any two random variables X and Y, the supremum of
IP(X € B) —P(Y € B)| as B ranges over all Borel sets is called the total
variation distance between the laws of X and Y, often denoted simply by
dry (X,Y). Note that the total variation distance remains unchanged under
any transformation like (X,Y) — (f(X),f(Y)) where f is a measurable
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bijective map. Next, recall that the operator norm of an m x n real or
complex matrix A is defined as

[A[] == sup{[| Az : z € C", [[z[| = 1}.

Recall that ||A]|? is the largest eigenvalue of A*A. If A is a hermitian matrix,
||Al is just the spectral radius (i.e. the eigenvalue with the largest absolute
value) of A. This is the default norm for matrices in this paper, although
occasionally we use the Hilbert-Schmidt norm

2\1/2
lAllis == (3 lais)™”.
2%
The following theorem gives normal approximation bounds for general smooth

functions of independent random variables whose laws are in L(¢p,cq) for
some finite ¢, co.

Theorem 2.2. Let X = (Xq,...,X,,) be a vector of independent random
variables in L(cy,ca) for some finite c1,co. Take any g € C2(R™) and let
Vg and V2g denote the gradient and Hessian of g. Let

n g 4N 1/2
= (EX || )"
i=1 O
k1 = (B[ Vg(X)|")"*, and

k2 = (B[ V2g(X)[[H)1/4.

(X)

Suppose W = g(X) has a finite fourth moment and let 0® = Var(W). Let
Z be a normal random variable having the same mean and variance as W.
Then
\/5(0162%0 + Ci{’lﬂﬁz)

o2 ’
If we slightly change the setup by assuming that X is a gaussian random
vector with mean 0 and covariance matriz X2, keeping all other notation the
same, then the corresponding bound is

2\/5”2”3/2/{1/{2
3 .

2
drv(W, Z) <

dry (W, Z) <
g

Note that when X7, ..., X,, are gaussian, we have co = 0, and the first bound
becomes simpler. For an elementary illustrative application of Theorem 2.2],
consider the function

1 n—1
g(z) = % Zl’z’l’z’ﬂ-
i=1

Then
09 i1+ T

(%ci N \/ﬁ ’
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with the convention that zo = z,11 = 0. Again,

axi(‘)x]—

0 otherwise.

% {wa if i — j| = 1,

It follows that kg = O(1/y/n), k1 = O(1), and k2 = O(1/y/n), which gives
a total variation error bound of order 1//n. Note that the usual way to
prove a CLT for n=1/2 E?:_ll X; X1 is via martingale arguments, but total
variation bounds are not trivial to obtain along that route.

Remarks. (i) Theorem can be viewed as a second order analog of the
gaussian Poincaré inequality (). While the Poincaré inequality implies that
g(X) is concentrated whenever the individual coordinates have small ‘influ-
ence’ on the outcome, Theorem says that if in addition, the ‘interaction’
between the coordinates is small, then ¢g(X) has gaussian behavior. The
magnitude of ||V2g(X)|| is a measure of this interaction.

(ii) The smallness of [|[V2g(X)| does not seem to imply that g(X) has any
special structure, at least from what the author understands. In particular,
it does not imply that g(X) breaks up as an approximately additive function
as in Hajek projections [51), 23]. It is quite mysterious, at the present level
of understanding, as to what causes the gaussianity.

(iii) A problem with Theorem is that it does not say anything about
o2. However, in practice, we only need to know a lower bound on o2 to
use Theorem for proving a CLT. Sometimes this may be a lot easier to
achieve than computing the exact limiting value of o2. This is demonstrated
in some of our examples in Section 4l

(iv) One may wonder why we work with random variables in L(cy,¢2)
instead of just gaussian random variables. Indeed, the main purpose of
this limited generality is simply to pre-empt the question ‘Does your result
extend to the non-gaussian case?’. However, it is more serious than that:
The true rate of convergence may actually differ significantly depending
on whether X is gaussian or not, as demonstrated in the case of Wigner
matrices in Section [l

(v) There is a substantial body of literature on central limit theorems for
general functions of independent random variables. Some examples of avail-
able techniques are: (a) the classical method of moments, (b) the martingale
approach and Skorokhod embeddings, (c) the method of Hajék projections
and some sophisticated extensions (e.g. [51], [45], [23]), (d) Stein’s method
of normal approximation (e.g. [49], [50], [25]), and (e) the big-blocks-small-
blocks technique and its modern multidimensional versions (e.g. [9], [3]). For
further references — particularly on Stein’s method, which is a cornerstone
of our approach — we refer to [16]. Apart from the method of moments,
none of the other techniques have been used for dealing with random matrix
problems.
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3. THE RANDOM MATRIX RESULT

Let n be a fixed positive integer and J be a finite indexing set. Suppose
that for each 1 < i,j < n, we have a C? map a;; : R’ — C. For each z € R?,
let A(z) be the complex n x n matrix whose (4, 7)™ element is a;;(z). Let

f(z) = Z by 2™
m=0

be an analytic function on the complex plane. Let X = (X,).ecg be a col-
lection of independent random variables in L(cq, o) for some finite cg, ca.
Under this very general setup, we give an explicit bound on the total vari-
ation distance between the laws of ReTr f(A(X)) and a gaussian random
variable with matching mean and variance (here as usual, Rez and Imz
denote the real and imaginary parts of a complex number z).

As mentioned before, the method involves some bookkeeping, partly due
to the quest for generality. The algorithm requires the user to compute a
few quantities associated with the matrix model, step by step as described
below. First, let
3) R={aecC: Zueg\au\2 =1} and
§={peC": ZZj:l‘ﬂijP =1}

Next, define three functions g, 71 and 72 on R’ as follows.

0A
ooy [(a22)|
ued,||Bl|=1 O,
n O
v1(x) := sup ayBii—=2 |, and
(4) ( ) aER,BES UZE;Z;I w al‘u
- d%a;;
/ 1]
Yo(x) :=  sup 0 B .
(z) ool ERGES uzve:jijzz:1 Y 920,00
Define two entire functions f; and fy as
o (o @]
filz) = Z m|bp|2™ " and  fo(z) = Z m(m — 1)|by,|2™ 2.
m=1 m=2

Let M(z) = ||A(z)|| and r(z) = rank(A(z)). Usually, of course, we will just
have r(z) = n. Next, define three more functions

m(xz) =v(x)fi(A(x))y/r(x), and
n2(z) = y2(2) fr(A(@))V/r (@) + 71 (2)* f2(A(2)).
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Finally, define three quantities kg, k1, and ko as

Ko = (E(no(X)?n1(X)%))'?,

K1 = (Eﬁl(X)4)1/4, and

Ko = (Ena(X)HY4.
Let us pacify the possibly disturbed reader with the assurance that we only
need bounds on kg, k1, and ko, as oppposed to exact computations. This

turns out to be particularly easy to achieve in all our examples. We are now
ready to state the theorem.

Theorem 3.1. Let all notation be as above. Suppose W = ReTr f(A(X))
has finite fourth moment and let 0® = Var(W). Let Z be a normal random
variable with the same mean and variance as W. Then

2v/5(c1cak0 + k1K)

dry (W, Z) < > .

If we slightly change the setup by assuming that X is a gaussian random
vector with mean 0 and covariance matriz X2, keeping all other notation the
same, then the corresponding bound is

2\/5”2”3/2/{1/{2
3 .

drv (W, Z) <

o

Remarks. (i) A problem with Theorem B.1lis that it does not give a formula

or approximation for 02. However, central limit theorems can still be proven

if we can only compute suitable lower bounds for o2. In Section Ml we show

that this is eminently possible in a variety of situations (e.g. Theorems
and [4.5]).

(ii) Although the result is stated for entire functions, the concrete error
bound, combined with appropriate concentration inequalities, should make
it possible to prove limit theorems for general C' functions wherever re-
quired.

(iii) Note that the matrices need not be hermitian, and the random vari-
ables need not be symmetric around zero. However, it is a significant re-
striction that the X;;’s have to belong to L(c1, c2) for some finite ¢, co. In
particular, they cannot be discrete.

(iv) By considering «f instead of f for arbitrary a € C, we see that the
normal approximation error bound can be computed for any linear combi-
nation of the real and imaginary parts of the trace. This allows us to prove
central limit theorems for the complex statistic Tr f(A) via Wold’s device.

(v) It is somewhat surprising that such a general result can give useful
error bounds for familiar random matrix models. Unfortunately, the case of
random unitary and orthogonal matrices seems to be harder because of the
complexity in expressing them as functions of independent random variables.
This is under the scope of a future project.
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4. APPLICATIONS

This section is devoted to working out a number of applications of The-
orem In all cases, we produce a total variation error bound where the
variance of the linear statistic, 02, appears as an unknown quantity. In some
of the examples (e.g. Wigner and Wishart matrices), the limiting value of o2
is known from the literature. In other cases, they are yet unknown, and the
central limit theorems are proven modulo this lack of knowledge about 2.

The following simple lemma turns out to be very useful for bounding 7y,
1, and s in the examples. Recall the definitions of the operator norm and
the Hilbert-Schmidt norm of matrices from Section 2

Lemma 4.1. Suppose Ay,..., A, (n > 3) are real or complex matrices of
dimensions such that the product A1As--- A, is defined. Then

(5) A1 Az || s < min{|[ A1 [[[|Az2l|zs, (A1l zs][Az([}-
Moreover, for any 1 <i < j <mn,
| Te(Ay Az -+ An)| < [Aillus|Alas [T I14ll-
ke[n)\ {45}
Proof. Let bq,...,b, be the columns of Ay. Then

141 AslFrs = Tr(A5ATALAg) = || Avbi®
=1

n
<A D10l = AP AellFrs-
i=1
Similarly, we have ||A1As|| < [|A1]||ms||Az2]|. For the other inequality, note
that a simple application of the Cauchy-Schwarz inequality shows that

| Tr(A1Ag - Ap)| < [[A1- - Aillasl|Aivr -+ Anllas
Now by the inequality (),
A1+ Aillrs < [|A1 - Aia ||| Aill s
Similarly,
[Ai1 - Anllas < | Aivr - Aj-a |45 - Anllas
<N Aipr - Ajalll Al sl Ajea - Anll.
This completes the proof. O

4.1. Generalized Wigner matrices. Suppose X = (Xij)1gi§j§n is a col-
lection of independent random variables. Let X;; = X; for i > j and let

(6) Ap = Ap(X) = %(Xijhsz,ﬁn-

A matrix like A, is called a Wigner matrix. Central limit theorems for linear
statistics of eigenvalues of Wigner matrices have been extensively studied
in the literature (see e.g. [46] 47, [48, 1]). While the case of gaussian entries
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can be dealt with using analytical techniques [34], the general case requires
heavy combinatorics. To give a flavor of the results in the literature, let us
state one key theorem from [47] (although, technically, it is not a CLT for a
fixed linear statistic).

Theorem. (Sinai and Soshnikov [47], Theorem 2) Let X;; and A, be as
above. Suppose that the X;;’s have symmetric distributions around zero,
IE(XZQJ) = 1/4 for alli,j, and there exists a constant K such that for every

positive integer m and all i, 7, E(X%m) < (Km)™. Let p, — 00 as n — o0
such that p, = o(n*/3). Then

232n(zp2)~12(1 + 0(1))  if pp is even,

E(Tr APr) = : ,
0 if pn 18 odd,

and the distribution of Tr A" — E(Tr AL™) converges weakly to the normal
law N(0,1/7).

As remarked in [47] and demonstrated in [46], the normal approximation
result can be extended to the joint distribution of the traces of various
powers, and then to general analytic functions.

We wish to extend the above result to the scenario where IE(XZQJ) is not
the same for all 4,j. A wide generalization of this problem has been re-
cently investigated by Anderson and Zeitouni [I] under the assumption that
IE(XZQJ) ~ f(L, %) where f is a continuous function on [0,1]2. Under further
assumptions, explicit formulas for the limiting means and variances are also
obtained in [1].

If the structural assumptions are dropped and we just assume that E(Xf])
is bounded above and below by positive constants, then there does not
seem to be much hope of getting limiting formulas. Surprisingly, however,
Theorem [B] still allows us to prove central limit theorems.

Theorem 4.2. Let A, be the Wigner matriz defined in (€)). Suppose that
the Xi;’s are all in L(c1, c2) for some finite c1, ca, and have symmetric distri-
butions around zero. Suppose there are two positive constants ¢ and C' such
that ¢ < IE(XZQJ) < C for all i,j. Let p, be a sequence of positive integers
such that p, = o(logn). Let W,, = Tr(AL"). Then as n — oo,

W, — E(W,)
Var(W,,)

Moreover, Var(W,,) stays bounded away from zero. The same results are
true also if W, = Tr f(A,,), where [ is a fixred nonzero polynomial with
nonnegative coefficients.

converges in total variation to N(0,1).

Note that the rate of growth allowed for p,, is o(log n), which is significantly
worse than the Sinai-Soshnikov condition p,, = o(n%?). We do not know how
to improve that at present. Neither do we know how to produce asymptotic
formulas for E(W,,) and Var(W,,) as in Anderson and Zeitouni [I]. On the
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positive side, the assumption that ¢ < E(XZQJ) < (' is more general than
any available result, as far as we know. In particular, we do not require
asymptotic ‘continuity’ of IE(XZQJ) in (i,7). The proof of Theorem will
follow from the following finite sample error bound.

Lemma 4.3. Fiz n. Let A = A(X) be the Wigner matriz defined in ().
Suppose the Xi;’s are in L(ci,c2) for some finite c1,co. Take an entire
function f and define f1, fo as in Theorem Bl Let A denote the spectral
radius of A. Let a = (Efy(\N)")Y* and b = (Efo(\))V4. Suppose W =
ReTr f(A) has finite fourth moment and let 0®> = Var(W). Let Z be a
normal random variable with the same mean and variance as W. Then

9 4 2 3
dry(W, Z) < */5< Al +8€1ab>.

o2 vn n

Remarks. (i) It is well known that under mild conditions, A converges to
a finite limit as n — oo (see e.g. [4], Section 2.2.1). Even exponentially
decaying tail bounds are available [27]. Thus a and b are generally O(1) in
the above bound.

(ii) Sinai and Soshnikov ([46], Corollary 1) showed that o converges to a
finite limit under certain conditions on f and the distribution of the X;;’s. If
these conditions are satisfied and the limit is nonzero, then we get a bound
of order 1/y/n. Moreover, for gaussian Wigner matrices we have co = 0
and hence a bound of order 1/n. The difference between the gaussian and
non-gaussian cases is not an accident. With f(z) = z, we have

Tr f(A) = % ZXZZ
i=1

In this case we know that the error bound in the non-gaussian case is exactly

of order 1/4/n.

Before proving Lemmal[4.3] let us first prove Theorem 4.2]using the lemma.
The main difference between Lemma (3] and Theorem is that the as-
sumption of symmetry on the distributions of the entries allows us to com-
pute a lower bound on the unknown quantity o2 and actually prove a CLT
in Theorem

Proof of Theorem B2l Let s7; = E(X}), and let

Sij

§ij =
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Let =,, denote the matrix %(gij)lgi,jgn- Now take any collections of non-
negative integers (aj)1<i<j<n and (Bij)i<i<j<n. Then

Cov < X2 11 X5]]>
<H Salj +ﬁlj> <H E alj +ﬁlj H E a” 51] ) 7

where the products are taken over 1 <7 < j < n. Now note that if o;; + 3;;

is odd, then E(galﬁﬁ”) = E(SZ”)E(gﬁ”) = 0. If a;j and 3;; are both odd,

then E(falﬁﬁ”) > 0 and E(ga”) = E(gﬁ”) = 0. Finally, if o;; and (3;; are
both even, then
E(&7)E(E,) < (B )) %57 (B(E577) ™ = B ™™).
Thus, under all circumstances, we have
aij+Bij % Bij
(7) E(;7 ) = E(§;7)E(g;”) > 0.
Therefore,

C0V< el X‘j) > ¢4 (e +8i) Coy (H & 11 gﬁu> .

From this, it follows easily that for any positive integer p;,,

Var(Tr AP") > " Var(Tr ZE).

Now, by (),
1
Var(TrEf") > pn Z Var(&iyigSinis = * Eipnin)-
1<y, ipp <n
If 41,...,1p, are distinct numbers, then

Var (&iyipEigis - fz’,,nil) = E(fizli2)E(fi22i3) T E(fgpnil) =1
Thus,
nn—1)---(n—p,+1)

=Pn
Var(Tr=P") > o

and so, if p,, is a sequence of integers such that p, = o(nl/ 2), then
(8) Var(Tr APr) > KcPn,

where K is a positive constant that does not vary with n.
Now note that for any nonnegative integer a;, E(&a” ) > 0. Thus,

E<HX%”> 1 55 EE) gczz“”EO_[éa”)-

In particular, for any positive integer I,

E(Tr A < CV2E(Tr EL).
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Let A, denote the spectral radius of A,. Then for any positive integer m
and any positive even integer [,

E(\™) < (B(Tr AM) V' < om/2(B(Tr =im)) '

Now let [ = [, := 2[logn|. If m,, is a sequence of positive integers such that
my, = o(n?/3/logn), it follows from the Sinai-Soshnikov result stated above
that for all n,

(E(Tr =) < K'2mnnt/in < Ko,
where K’ and K are constants that do not depend on n. Note that we could
apply the theorem because ;;’s are symmetric and E( fjm) < (Km)™ for all
m due to the L(cq, c2) assumption. The 2™ term arises because E(é%) =1

instead of 1/4 as required in the Sinai-Soshnikov theorem. Combined with
the previous step, this gives

9) E(AT") < K (4C)™/2,

Now let us apply Lemma B3l to W = Tr AL". First, let us fix n. We have
f(x) = zP», and hence fi(x) = ppaP»~! and fo(z) = pp(p, — 1)xPn=2. It
follows that both a2 and ab are bounded by p2 (E(A#"))1/2, which according

to (@), is bounded by Kp2(4C)P». On the other hand, by (§), o2 is lower
bounded by KcP». Combining, and using Lemma [4.3], we get

Kp2 40\ Pr
Z) < = —
arv(w,2) < T2 (24)7

where K is a constant depending only on ¢, C, ¢; and c¢2, and Z is a gaussian
random variable with the same mean and variance as W. If p, = o(logn),
the bound goes to zero.

When W,, = Tr f(A,,), where f is a fixed polynomial with nonnegative
coefficients, the proof goes through almost verbatim, and is in fact simpler.
The nonnegativity of the coefficients is required to ensure that all monomial
terms are positively correlated, so that we can get a lower bound on the
variance. O

Proof of Lemma 3l Let I = {(z,7) : 1 <1 < j <n}. Let 2 = (z5)1<i<j<n
denote a typical element of R?. For each such z, let A(z) = (a;;(7))1<ij<n
denote the matrix whose (i, j)!" element is n_l/inj if 1 <7 and n_l/iji if
i > j. Then the matrix A considered above is simply A(X), and this puts
us in the setting of Theorem B.Il Now,

daij  |n7Y2 if (i,4) = (k1) or (i,§) = (I, k),
Oxyy 1o otherwise.

Therefore, for any matrix B with |B|| =1, and 1 <k #1 < n,

0A bri + by 2
Tr| B = —.
( 3%1)‘ vn vn

<
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It is clear that the same bound holds even if & = [. Thus,

2
Yo(z) < NG for all z € RY.

Next, let R and § be as in (@), and take any o € R, 5 € S. Then by the
Cauchy-Schwarz inequality, we have

Z Z klﬁzy aazy

(k,1)eTi,j=1

> ok (B + Bu)| <

_\/_(klej T

Thus,

2
7 (x) < % for all z € R.

Now, it is clear that vo(x) = 0 and r(x) < n. Thus, if we define 7, 71, and
n2 as in Theorem B} and let A(x) be the spectral radius of A(z), then for
all z € R? we have

This gives
4\1/2 4y1/4
o < BRI U and ey < AELODY
Vi "

Plugging these values into Theorem [3.1] we get the result. O

4.2. Gaussian matrices with correlated entries. Suppose we have a
collection X = (Xj;)1<i j<n of jointly gaussian random variables with mean
zero and n? x n? covariance matrix ¥. Let A = n_l/z(Xij)lgi,an. Note
that A may be non-symmetric. Limiting behavior of the spectrum in such
matrices have been recently investigated by Anderson and Zeitouni [2] under

special structures on . We have the following general result.

Proposition 4.4. Take an entire function f and define f1, fo as in The-
orem B0 Let A denote the operator norm of A. Let a = (Efi(\)*)Y* and
b= (Efp(\)Y)'/4. Suppose W = ReTr f(A) has finite fourth moment and
let 02 = Var(W). Let Z be a normal random variable with the same mean
and variance as W. Then

2\/_||E\|3/2ab

dry (W, Z) < 7

o
Proof. The computations of k1 and ko are exactly the same as for Wigner
matrices. The only difference is that we now apply the second part of The-
orem [3.11 O
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Of course, the limiting behavior of o2 is not known, so this does not prove
a central limit theorem as long as such results are not established. The term
|2[|3/? can often be handled by the well-known Gershgorin bound for the
operator norm:

n
=] < | ax > loijl;
k=1

where 0411 = Cov(Xjj;, Xi1). The next example gives a concrete application
of the above result.

4.3. Gaussian Toeplitz matrices. Fix a number n and let Xg,..., X,
be independent standard gaussian random variables. Let A, be the matrix

A, = n_l/z(X|i_j|)1§i7j§n.

This is a gaussian Toeplitz matrix, of the kind recently considered in Bryc,
Dembo, and Jiang [13] and also in M. Meckes [40] and Bose and Sen [11].
Although Toeplitz determinants have been extensively studied (see e.g. Ba-
sor [7] and references therein), to the best of our knowledge, there are no
existing central limit theorems for general linear statistics of eigenvalues of
random Toeplitz matrices. We have the following result.

Theorem 4.5. Consider the gaussian Toeplitz matrices defined above. Let
pn be a sequence of positive integers such that p, = o(logn/loglogn). Let
W, = Tr(AL™). Then, as n — oo,
W, —E(W,)
Var(W,,)
Moreover, there exists a positive constant C' such that Var(W,,) > (C/p,)P*n
for all n. The central limit theorem also holds for W,, = Tr f(A,), when f

s a fized monzero polynomial with nonnegative coefficients. In that case,
Var(W,,) > Cn for some positive constant C' depending on f.

converges in total variation to N(0,1).

Remarks. (i) Note that the theorem is only for gaussian Toeplitz matrices.
In fact, considering the function f(x) = z, we see that a CLT need not
always hold for linear statistics of non-gaussian Toeplitz matrices.

(ii) This is an example of a matrix ensemble where nothing is known
about the limiting formula for Var(W,,). Theorem [3.1] enables us to prove
the CLT even without knowing the limit of Var(W,). As before, this is
possible because we can easily get lower bounds on Var(W,,).

Proof. In the notation of the previous subsection,

L if i — g = |k = 1],
P
i,k 0 otherwise.

Thus,

IZ]} < max > |oijl < 2.
Z?] kl
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Let A, denote the spectral norm of A,,. Using Proposition [4.4] and the above
bound on |||, we have
CPR(EAP) /2 /m

Var(W,,) ’

(10) dry (W, Zy) <

where Z,, is a gaussian random variable with the same mean and variance
as W, and C' is a universal constant.

In the rest of the argument we will write p instead of p,, to ease notation.
First, note that

Wy = Tr(A;fL) = n—p/2 Z X|i1—i2|X\i2—i3\ e X|ip—i1|'

1<i1,.ip<n

As in the proof of Theorem [A.2] it is easy to verify that all terms in the above
sum are positively correlated with each other, and hence, for any partition
D of the set {1,...,n}? into disjoint subcollections,

(11) Var(Wn)Zn_pZVar< > X|i1_i2|Xi2_i3---X|Z-p_2-1|>.

DeD (i1,...,ip)ED
For any collection of distinct positive integers 1 < aq,...,a,—1 < [n/3p],
let Dy, .....a,_, be theset of all 1 <iy,... 4, < n such that ig 1 —ix = ay for

k=1,...,p—1and 1 <i; < [n/3]. Clearly, |Dq,,. 4, .| = [n/3]. Again,
since the a;’s are distinct,

Var< Z X|i1—i2|X|i2—i3| "'Xlip—i1>

2
2 2N
= ‘Dal,---,apﬂl Var(X,, "'Xap71Xa1+~~+ap71) = ’Dalv---vapfl‘ = 9"
Next, note that the number of ways to choose ai,...,a,—1 satisfying the

restrictions is

[n/3p]([n/3p] = 1)---([n/3p] —p+2).

Since we can assume, without loss of generality, that n > 4p?, the above
quantity can be easily seen to be lower bounded by (n/12p)P~!. Finally,
noting that if (ai,...,ap—1) # (ai, ... 7‘1;)—1)7 then Dy, .. q, , and Dy -

are disjoint, and applying (III), we get

nP~t n? S CPn

12 ) >n P———
(12) Var(W,) >n 12779 o

where C' is a positive universal constant.

Next, let A, denote the spectral norm of A,,. By Theorem 1 of M. Meckes
[40], we know that E()\,) < Cy/logn. Now, it is easy to verify that the map
(Xo,...,Xn—1) — A has Lipschitz constant bounded irrespective of n. By
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standard gaussian concentration results (e.g. Ledoux [39], Sections 5.1-5.2),
it follows that for any k,

E[A, — E(\,)[F < CF/2ER/2,

where, again, C' is a universal constant. Combining with result for E()\,,), it
follows that for any n and k,

E(\) < (Cklogn)*/2.

Thus, the term p? (E/\ip )}/2 in ([IT0) is bounded by p?(Cplogn)?. Therefore,
from (I0) and ([I2)), it follows that
CPp**2(logn)P

vn ’
where C' is a universal constant. Clearly, if p = o(logn/loglogn), this goes
to zero. This completes the proof for W,, = Tr(AL"). When W,, = Tr f(A,),
where f is a fixed polynomial with nonnegative coefficients, the proof goes
through exactly as above. If f(z) = ¢y + - - - + ¢,x¥, the nonnegativity of
the coefficients ensures that Var(W,) > c2Var(Tr A¥), and we can re-use

the bounds computed before to show that Var(W,,) > C(f)n. The rest is
similar. O

drv (W, Zn) <

4.4. Wishart matrices. Let n < N be two positive integers, and let
X = (Xij)i<i<n,i<j<n be a collection of independent random variables in
L(c1, c2) for some finite ¢1,co. Let

A=N"1xx"
In statistical parlance, the matrix A is called the Wishart matriz or sam-
ple covariance matriz corresponding to the data matriz X. Just as in the
Wigner case, linear statistics of eigenvalues of Wishart matrices also sat-
isfy unnormalized central limit theorems under certain conditions. This was
proved for polynomial f by Jonsson [36], and for a much larger class of

functions in Bai and Silverstein [6]. A different proof was recently given by
Anderson and Zeitouni [I]. We have the following error bound.

Proposition 4.6. Let \ be the largest eigenvalue of A. Take any entire
function f and define f1, fo as in Theorem Bl Let a = (E(fi(\)*\2))1/4
and b= (E(fi(\) 4+ 202 f,(M)NMY4. Suppose W = ReTr f(A) has finite
fourth moment and let 0> = Var(W). Let Z be a normal random variable
with the same mean and variance as W. Then

8v5 <0162a2\/ﬁ N ci’abn)

o2 N N3/2 )°

If we now change the setup and assume that the entries of X are jointly
gaussian with mean 0 and nIN X nIN covariance matriz 3, keeping all other
notation the same, then the corresponding bound is

85|23/ 2abn
o2 N3/2

dry(W, Z) <

drv(W,Z) <
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Remarks. (i) As in the Wigner case, it is well known that under mild
conditions, A = O(1) as n, N — oo with n/N — ¢ € [0,1). We refer to
Section 2.2.2 in the survey article [4] for details. It follows that a and b
are O(1).

(ii) It is shown in [6] that in the case of independent entries, if n/N —
c € (0,1), then o2 converges to a finite positive constant under fairly general
conditions (an explicit formula for the limit is also available). Therefore
under such conditions, the first bound above is of order 1/ V/N.

(iii) We should remark that the spectrum of X X' is often studied by

studying the block matrix
0 X
Xt o0 )

0 X\ /XX o0

Xt 0 - 0 X'X )
Thus, in principle, we can derive Proposition using the information con-
tained in Lemma 43l However, for expository purposes, we prefer carry out
the explicit computations necessary for applying Theorem [B.1] without re-

sorting to the above trick. The computations will also be helpful in dealing
with the double Wishart case in the next subsection.

because

Proof of Proposition 4.6l First, let us define the indexing set

j:{(p7q):p:]‘?“‘?n’q:]‘?"'?N}'

From now on, we simply write pq instead of (p,q). Let & = (2pq)pgeg be a
typical element of R?. In the following, the collection z is used as a matrix,
and it seems that the only way to avoid confusion is to write X instead of =,
so we do that. Generally, there is no harm in confusing this X with the
collection of random variables defined at the onset.

Let 9, 71, and 2 be defined as in ({]). For each m and i, let e,,; be the
i*h coordinate vector in R™, i.e. the vector whose i*" component is 1 and
the rest are zero. Then

0A _
5 =N 1(enpe§Vth + Xequzp),
TLpgq
and
9*A _
87 =N l(enpel}quNSefw + enTengequizp)
LpgOrs

(13)

N_l(enpefw + eme%p) ifg=s,
0 otherwise.
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Now take any n x n matrix B with ||B| = 1. Then for any p, q,

0A
B <B Oxpq )

= N7 Tr(Beppely, X' + BXengel,)|

=N" 1|eNthBenp + e, BXeny|

_ A
<2NTHBJIIX =2/ -
[ A
Yo < 2 N

Next, let o = (0pq)1<p<n,i<q<N; & = (Qpg)i<p<n,i<q<n, and f = (Bij)1<ij<n
be arbitrary matrices of complex numbers such that ||a||gs = ||&/||gs =
|Bllzs = 1. Then

dai
S5 e

p=1qg=114j5=1

n
-1 t t oyt t
E :E : § :apqﬂijem(enpeNqX +X6qunp)enj

p=1g¢=14,j=1

n N n n N n
- Z Z Z pgBpjTjq + Z Z Z pqBipTiq

p=1g=1 j=1 p=1g=1 i=1
= N7 HTr(aX's") + Tr(aX'B)|.

By Lemma [4.1], we have
| Tr(aX*5') + Tr(aX'B)| < 2||ol|asl| X |[|6]as = 2V N

[ A
M <2 N
Again, by the formula (I3]) for second derivatives of A,

0%a;
Z Z Z al’qarsﬂwa pqcé;m

p,r=1q,s=11,j5=1

n
1 ' ¢ ¢ ¢
E E E Qpq Qg Bi eni(Enpeny + emenp)enj

p,r=1¢=14,j=1

n N
' Z Z O‘pqa;q(ﬁpr + Brp)

p,r=1g=1
= N7YTr(ad %) + Tr(aa’* B)| < 2N 7ol s’ || msllB] ms-
This shows that

This shows that

Thus,

- N—

2

'72§N-
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Finally, note that rank(A) < n. Combining the bounds we get

o < 2fl()‘)\/%7 m = 2f1()\)\/%= and 7y < 2f1(]/\\7)\/ﬁ + 4f2](\;\)/\,

From this, we get

ko < S E(R (A2,

< YRR, and

K
1 \/N
2\/_ _
ko < S (B(f1(A) + 2072 (M)
With the aid of Theorem B:[I, this completes the proof. O

4.5. Double Wishart matrices. Let n < N < M be three positive inte-
gers, and let X = (Xij)lgign,lngN be and Y = (Yij)lgign,lngM be two
collections of independent random variables in L(cy, ¢2) for some finite ¢, co.
Let
A=XXYyy?H) !

A matrix like A is called a double Wishart matriz. Double Wishart matrices
are very important in statistical theory of canonical correlations (see the
discussion in Section 2.2 of [35]).

If the matrices X and Y had independent standard gaussian entries, the
matrix X X (X X'+YY")~! would be known as a Jacobi matrix. In a recent
preprint, Jiang [32] proves the CLT for the Jacobi ensemble. We have the
following result.

Proposition 4.7. Let A\, and )\, be the largest eigenvalues of N-Ix X!
and M~YYY?, and let dy be the smallest eigenvalue of M7YY!. Let A =
max{l,)\x,)\y,éy_l}. Take any entire function f and define fi, fo as in
Theorem Bl Let a = (E(fi(A\)*A™)/4 and

= (E(4f1 (M)A + 20712 f,(A)AT)H VA,

Suppose W = ReTr f(A) has finite fourth moment and let 0® = Var(W).
Let Z be a normal random wvariable with the same mean and variance as W.

Then
4v/10 <clcga2N\/ﬁ N 2ci)’ab\/]vn>.

drv(W,Z) < e Ve

o2

Remarks. (i) Assume that n, N, and M grow to infinity at the same rate
(we refer to this as the ‘large dimensional limit’). From the results about
the extreme eigenvalues of Wishart matrices (J4], Section 2.2.2), it is clear
that A\ = O(1), and hence a, b are stochastically bounded.

(ii) There are no rigorous results about the behavior of o2 in the large
dimensional limit, other than in the gaussian case, which has been settled
in [32], where it is shown that o? converges to a finite limit.
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(iii) When the entries of X and Y™ are jointly gaussian and some conditions
on the dimensions are satisfied, the exact joint distribution of the eigenvalues
of A is known (see [35], Section 2.2 for references and an interesting story).
While it may be possible to derive a CLT for the gaussian case using the
explicit form of this density, it is hard to see how the non-gaussian case can
be handled by either the method of moments or Stieltjes transforms.

(iv) In principle, it seems something could be said using the second order
freeness results of Mingo and Speicher [4I]. However, to the best of our
knowledge, an explicit CLT for double Wishart matrices has not been worked
out using second order freeness.

Proof of Proposition &7 For convenience, let C = XX! and D = YY"
Note that [|C[| = [ X[]* = N, | D[l = [Y|* = M), and | D~} = 1/(M3,).
Let the other notation be as in the proof of Proposition 1.6l Now

0A

0

(enpeNqX + Xengeh, )D_

Again, using the formula

oD _ _p1 0 D_
aZ/pq aypq
we have
0A _ -1 t t ¢ -1
—— = —CD" (enpen,Y" + Yenqen,) D .
OYpq

Now take any n x n matrix B with ||B|| = 1. Then for any p, g,

A
Tr<Bai >‘ = ]Tr(BenpequXtD_l + BXequflpD_l)]
Pq

= |l X' D™ Bepp, + €l,, D" BXeng|

<2|D7|IX]|
- 2X\3/2\/N
— M .

Similarly,

(9A N2 N
Tr < 2[CIIY D~ 1”2 3/2
aypq M3/

Since A\ >1and N < M,

2\7/2/N
VA

Next, let apxn, Qnximr, @ an, an, and 3, xn be arbitrary arrays of com-
plex numbers such that of%g + |al%s = 1. o/l + 1%

Yo <

¢ = 1, and
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IB]lzs = 1. Then

dai
)9 9p SR

p=1q= 12]1

- ZZ Z apqﬂijeizi(enpeﬁqut + Xequip)D_lenj

p=1g¢=14,j=1

n N n n N n
=D DD B (XD g+ DD D apgBiwig(DT )y

p=1 g=1 j=1 p=1g¢=14,j=1

= |Tr(aX'D7'B") + Te(D~' 8" Xal)|

2|l s A2V N
i .

< 2|allms|Bllzs | XD~ <

Similarly,

da;
ZZ Z Apqlij 5 — a]

p=1q= lzyl

= ZZ Z dpqﬂijefnCD_l(enpeﬁqut + Yqueﬁlp)D_lenj

p=1 q—l 4,j=1

ZZ Z <%qﬁza (CD™Hip(Y'D™h) g5 + dpqﬁij(CD_lY)zq(D_l)pj>‘

p=1qg=114j5=1

= |Tr(@y'D='p'CD™Y) + Te(CD 'Y D718

2@ s A2 N
M3/2

< 2|alluslBlasIYIICIIDTH? <

Combining, and using the inequality

lellms + llalrs < \/Q(IIOAI%S +lals) = V2,

we get
2V2)\7/2\/N
NS ——
M
Next, let us compute the second derivatives. First, note that
%A _
o (enpeﬁvqusefw + enre'}vsequzp)D 1
pg9Trs

_ (enpely + emefm)D_1 if g=-s,
0 otherwise.
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Using Lemma (4.1 in the last step below, we get

& a
Z Z Z apqarsﬂlja pqg;m

p,r=1q,s= 11,3 1

/ ¢ ¢ ¢ 1
E E E apqarqﬂijem(enpem+enrenp)D €nj

p,r=1q¢=11,5=1

n N n n N n
Z Z Z O‘pqa;qﬁm(D—l)rj + Z Z Z O‘pqa;«qﬁrj(D_l)pj)

p,r=1q=1 j=1 pyr=1g¢=1j=1
= |Tr(ao/tD_15t) + Tr(aa” (D~HY)]
< 2llallmsle’llaslBlms | D7

Thus, we have

d%a;
Z Z Z UpqQirsBij 9 pqg;m

p,r=1¢,s=14,j5=1
Next, note that

0%A _
Erar oy = —(enpe}tqut + Xequflp)D_l(enreﬁwsYt + Yenrsel,)D 1
pqOYrs

2|l ms o] s A

(14 -

When we open up the brackets in the above expression, we get four terms.
Let us deal with the first term:

n N M n
~/ t t ty—1 t ty—1
E : § : § : § : apqarsﬂijeni(enpeNqX D em“eMsY D )enj

p,r=1q=1s=11 j—l

Z ZZZO‘P‘I BPJ Xt )qr(YtD_l)sj

p,r=1q=1 s=1 j=1
NVN
M3/2 "
It can be similarly verified that the same bound holds for the other three
terms as well. Combining, we get

n a i ~ )\3 N
Z ZZ Z Oépqarsﬂlja CL] ‘ < 4HCMHH5‘HC¥/”HSM73\//:'

pr=1g=1 s=14j=1
Finally, note that

%A
aypqayrs

= |Tr(aX'D'a'Y'D7'B)| < |lallus|& || ns

(15)

= C’D_l(enpe}tvth + Yenger,) D™ Yenely Yt + Yeygel )D7!

+ CD_l(emne'}VSYt + YeNSefW)D_l(enpe'}Vth + Yequzp)D_l
— C'D_l(enpeflr + emefw)D_l}I{q:s}.
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Proceeding exactly as before, it is quite easy to get the following bound.It
seems reasonable to omit the details.

d%a; N N NN
5SS 5y | < 0lalls s

p,r=1q,s=11,5=1

Combining (I4]), (I3]), and (16]), and noting that N < M, A > 1, and the
HS-norms of a, o, &, and & are all bounded by 1, it is now easy to get that

<16/\5
RIS a

Finally, note that rank(A) < n. Combining everything we get

2f1( W/?\/_ < 2V2f1(MAT/2\/Nn

(16)

M L= 5 M ]
and 1y < 12f1(;;>\ vn n 8f2(]\>\4)2>\ N
From this, we get
o < V2 sy ()19 2
o1 < 22V g A and

Ky < %( E(4f1 (M)A + 20712 f (M)A,

An application of Theorem [B.1] completes the proof. O

5. PROOFS

5.1. Proof of Theorem The following basic lemma due to Charles
Stein is our connection with Stein’s method. For the reader’s convenience,
we reproduce the proof.

Lemma 5.1. (Stein [50], page 25) Let Z be a standard gaussian random
variable. Then for any random variable W, we have

drv (W, Z) < sup{[EQ@ (W)W — o' (W))[ : [|/]l < 2}
Proof. Take any u: R — [—1,1]. It can be verified that the function

o(x) = e’/ /_x e_t2/2(u(t) —Eu(Z2))dt
= —"/? /OO e (u(t) — Eu(Z))dt

is a solution to the equation

¢'(z) — zp(z) = u(x) — Bu(Z).
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Thus for each z,

It follows that
/ . x2/2 > —t2/2
sup |¢' (z)] < (sup |u(z) — Eu(Z2)|) <1 + supze / e dt)
2>0 z>0 x
< 2sup|u(z) — Eu(Z)| < 4.

It can be verified that the same bound holds for sup,<q|¢'(z)| by replacing
x with —z. Therefore, we have

[Eu(W) — Eu(Z)| = [E(p(W)W — ¢ (W))]
< sup{[E(Y (W)W —¢'(W))| : [[#]|oc < 4}.
Since
drv(W, Z) = 5 sup{[Eu(W) ~ Bu(Z)| : Jull < 1},
this completes the proof. O

The next lemma is for technical convenience.

Lemma 5.2. It suffices to prove Theorem 2.2l under the assumption that g,
Vg and V2g are uniformly bounded.

Proof. Suppose we have proved Theorem under the said assumption.
Take any g € C?(R") such that o? is finite. Now, if any one among kg, x1,
and k9 is infinite, there is nothing to prove. So let us assume that they are
all finite.

Let h : Rt — [0,1] be a C* function such that h(t) =1 when ¢ < 1 and
h(t) = 0 when t > 2. For each o > 0 let

ga(@) = g(@)h(a"||2[)).
Clearly, as a — o0,

(17) drv (9(X), ga (X)) < P(g(X) # ga(X)) < P(|X]| > a) — 0.

Note that for any finite a, g, and its derivatives are uniformly bounded
over R”. Now, since Eg(X)? is finite, |go(z)| < |g(z)| for all z, and g,
converges to g pointwise, the dominated convergence theorem gives

lim Ego(X) =Eg(X), and lim Eg,(X)? = Eg(X)?.
Again, since Eg(X)? and ko, 1 and kg are all finite, the same logic shows

that
lim k;(gq) = ki(g) for ¢ =0,1,2.
a— 00

These three steps combined show that if Theorem holds for each g, it
must hold for g as well. This completes the proof. O

The following result is the main ingredient in the proof of Theorem
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Lemma 5.3. Let Y = (Y1,...,Y,) be a vector of i.i.d. standard gaussian
random variables. Let f : R™ — R be an absolutely continuous function such
that W = f(Y) has zero mean and unit variance. Assume that f and its
derivatives have subexponential growth at infinity. Let Y’ be an independent
copy of Y and define the function T : R™ — R as

2Vt

Let h(w) = E(T(Y)|W = w). Then ER(W) = 1. If Z is standard gaussian,
then

1 n
T(y) = /0 iE(ﬁ1 g;i (y)g—;i(\/iy + V1 — tY’))dt

dry (W, Z) < 2E[h(W) — 1| < 2[Var(T(Y))]*/?,
where dpy is the total variation distance.

Proof. Take any 1) : R — R so that 1)/ exists and is bounded. Then we have
E(p(W)W) = E(l/}(f(Y))f(Y) —v(f(YV)f(Y"))
_E</¢ \fYJr\/l—Y)dt)

- (/ ) (M 2¢11//T>8y2(wy+\/—y)dt>

Now fix ¢t € (0,1), and let Uy = VtY ++/1—tY’ and V; = /1 — tY —\/tY".
Then U; and V; are independent standard gaussian random vectors and
Y = VtU; + /1 —tV;. Taking any i, and using the integration-by-parts
formula for the gaussian measure (in going from the second to the third line
below), we get

o] (1) G A K2 NOV/, PV s )
(s ) )

Wi 21—t
o of
- s E (it V=)
_ 1 of .\ 0f
- (v mgw)).

Note that we need the growth condition on the derivatives of f to carry out
the interchange of expectation and integration and the integration-by-parts.
From the above, we have

E(l/}(W)W):E( /02\[28% g@i VY + V1= Y)dt>

=E@(W)T(Y)) =E@' (W)h(W)).
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The assertion that E(h(WW)) = 1 now follows by taking ¢ (w) = w and using
the hypothesis that E(W?) = 1. Also, easily, we have the upper bound

[E(Q(W)W — ' (W))| = [E("(W)(h(W) — 1))
< Y[l EIR(W) = 1].
A simple application of Lemma, [5.1] completes the proof. O

Theorem follows from the above lemma if we bound Var(7T'(Y)) using
the gaussian Poincaré inequality, as we do below.

Proof of Theorem 2.2 First off, by Lemma (.2, we can assume that g, Vg,
and V2g are uniformly bounded and hence apply Lemma [5.3] without having
to check for the growth conditions at infinity. Let Y7,...,Y,, be independent
standard gaussian random variables and 1, ..., @, be functions such that
X; = pi(Ys) and ||¢hlloc < €1, ||¢)]loc < ¢ for each i. Define a function

e:R" = R"as o(y1,. .., yn) == (1(¥1), -, ¥n(yn)) and let

f(y) == alev))-

Then W = g(X) = f(Y). It is not difficult to see, through centering and
scaling, that it suffices to prove Theorem under the assumptions that
E(W) = 0 and E(W?2) = 1 (this is where the o2 appears in the error bound).
Now define T as in Lemma 5.3}

o (5 S

Z

where Y’ is an independent copy of Y. Our strategy for bounding Var(7T)
is to simply use the gaussian Poincaré inequality:
Var(T(Y)) < E|[VT(Y)]]%

The boundedness of V2g ensures that we can move the derivative inside the
integrals when differentiating 7":

or, . - 0o
) = /ONZ L iy + =1

81/281/] 8yj

+E/ Z@y] i (\f + VI —tY')dt

Now for each t € [0,1], let U; = v/tY + /1 — tY’. With several applications
of Jensen’s inequality and the inequality (a + b)2 < 2a?% + 2b%, we get

EWT(Y)”QSE/ fz(i ayzay] ayc( )> «
2
+IE/ Z<Z oy, aylay] (Ut)> dt

(18)
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Now, we have

af 0g .
9y W) = g, PW)eie)-
Thus, if ¢ # j,
*f 9%y , ,
Ay 0y; = 0,01, (@(y))@i(yz)@j(%)-
On the other hand,

2 2
ToF = S + ) )

)

Thus, for any y,u € R”,
2% ava §Z§< 9)
< 22@ (N ) S (A )
v 22( 2 (o

2
< 28 IVg(e ) I IV (e(u u2+2c1c§§j<ag g e(w))

2
D) )l )

Let us now fix ¢t € [0, 1], replace y by Y and u by U; and use the above
inequality to bound the first integrand on the right hand side of (I8]). First,
note that since U; has the same law as Y,

E(|V2g(e(YDIPIVg(e(U)I1?)
< (E[|V2g(e(Y)II")2(E[Vg(e(U) ")
= (E|| V(X)) 2(E||Vg(X)|*)/? = kix3.

For the same reason, we also have

ZEK@% VoL <eo<Ut>>>2] <l

Combining, we get

. af > 2
<2cn/€ + 2622k
E <§ E?y,(‘)y] ——(Ut) 1R1R2 1C2Rg-

ay]

Since this does not depend on ¢, it is now easy to see that the first term
on the right hand side is bounded by 4c$x23 + 4c2c3k3. In a very similar

manner, the second term can be bounded by ¢$x?x3 + c2c3k2. Combining,

and applying the inequality va +b < \/a + Vb, we finish the proof of first
part of the theorem.
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To prove the second part, let X = AY, where Y is a vector of independent
standard gaussian random variables and A is a matrix such that ¥ = AA.
Define h : R™ — R as h(y) = g(Ay). It is easy to verify that

IVA@)I < [21M21Vg(Ay) || and [V2h(y)] < [SIIVZg(Ay)].

The rest is straightforward from the first part of the theorem applied to
h(Y) instead of g(X), noting that for the standard gaussian distribution we
have ¢y =1 and ¢g = 0. O

5.2. Proof of Theorem [B.Il Let us begin with some bounds on matrix
differentials. Inequality (B) from Lemma [£1]is particularly useful.

Lemma 5.4. Let A = (aij)i<ij<n be an arbitrary square matriz with com-
plex entries. Let f(z) = >, o bmz™ be an entire function. Define two

associated entire functions fi and fo as fi(z) = Yoo m|by|z™1 and
fa(2) =322, m(m — 1)|by|2™ 2. Then for each i,j, we have
3}
Tr(f(A) = (f'(A))i.
5o T (A) = (),
This gives the bounds
o= T < AIAD for cach .5, and
Qi
0 ? )
> 5 D(f(A4))| < rank(A) fi([lAl)"
i |94
Next, for each 1 <i,j,k,l <mn, let
82
hijr = Tr(f(A
5.kl Dai;0az r(f(A))

Let H be the n® x n* matriz (hijp)i<ijri<n. Then |[H|| < f2(J|A]]).

Proof. For each i, let e; be the i™ coordinate vector in R”, i.e. the vector
whose i component is 1 and the rest are zero. Take any integer m > 1. A

simple computation gives

m—1
0 Tr(A™) = Z TT(Ara—AAm_T_1> = mTr< 04 Am_1>.

8(1@' —0 8(1@' aaij
Thus,
9 0A / / /
MM%UM»Zﬂ(%ﬁHM)=ﬂ@@fm»=0umﬂ

The first inequality follows from this, since |(f'(A));:| < [|f'(A)| < fi(||A]).
Next, recall that if B is a square matrix and r = rank(B), then ||B||gs <
VT||B||. This holds because

IBllEs =Y _ A7,



32 SOURAV CHATTERJEE

where \; are the singular values of B, whereas ||B|| = max; |\;|. Thus, if we
let 7 = rank(A), then

2\ 1/2 00
) 1P Wlas < S mlbwl [A™ |1

m=1

SV mibpl AT <V miba AT = VrAIA]D.
m=1 m=1

This proves the first claim. Next, fix some m > 2. Another simple compu-
tation shows that

02 . X 0A L OA .,
— Tr(4 )_mZOTr<aaZ]A aak,A >

Now let B = (bi;)1<i j<n and C' = (c¢ij)1<i j<n be arbitrary arrays of complex
numbers such that >, ; |bij|> = doij |cij|* = 1. Using the above expression,
we get

m—2
bi Tr(A™) = Tr(BA"CA™"2).
> bijons—— 8% B Tr(A™) =m Y Ti( )
1,5,k,1 r=0
Now, by Lemma [41], it follows that

| Te(BA1C A2)| < || Bl ms||Cl sl Aul[| Azl < [JA™2.
Thus,

S mm = Dlball A2 = fa(Al).

m=2

' Z bijckihij | <

i7j7k7l

Since this holds for all B, C such that }_, ; |bi;]* = doij |cij|? = 1, the proof
is done. O

Proof of Theorem [3.1l Let all notation be as in the statement of the the-
orem. For any n x n matrix B, let ¢(B) = Tr f(B). Define the map
g:RY— Cas g=1o0A, that is,

g(x) = Tr f(A(z)).

It is useful to recall the following basic fact for the subsequent computations:
For any k and any vector = € CF,

(19) 2]l = sup{|Xtwiy| -y € C*, |ly]| = 1}.
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Using this and the definition of vy; we get

Sz

u

DL ad (AN )| < fn<x>(i

u€ed i,j=1 1,j=1

[Vg(2)|| = sup
aeR

oY

aaij

(A(z))

= sup
aeR

Now suppose f1 is defined as in Lemma 54l Applying the second bound
from Lemma [5.4] to the last term in the above expression, we get

(20) IVg(2)|l < 7 () Al A(@)]]) v/ rank(A(z)) = m(z).

Again note that for any v € J, by Lemma [5.4] and the definition of ~g, we
have

2 o)) = [ (052 )| < w AllA@ID = ).
Thus,
o) S| <m0 S| <ot
= Oz, ued | Oz, = 0y
Next, note that
0%g B " oY 0?2 a;j

0x,0x, ] Oa;j (Al ))8xu8azv ()

" 821[) A Oaj dayy

+ da;jOay, v 0z, v 0z, ().

1,7,k =1

Thus, if V2g denotes the Hessian matrix of g, then

2 _ /
IVl = s | 5 owol s
u,veJ
< swp |53 anal 2 (a2

a,a’€R va 0%,02,
u,wedi,j=1

s [ anals o (4 2 () 208 |

a,a’ R v aal] aakl 8xu 8xv

u,ved i,5,k,[=1
Now, by the definition of 72(:17) and Lemma [5.4] we have

&%a;;
S Y el S (Ala) <:c>\

u,wed i,j=1

oy

aaij

sup
a,a’ €ER

n

<) 3

1,j=1

2\ 1/2
) < (@) fu(| A(@) ) v/ rank(A(2))

(A(z))
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For the second term, note that by the definition of the operator norm and
the identity (I9]),

sup
a,a’ eR

8(1@' aakl
> S g ) S5 )

u,wed 1,5,k l=1
2
S o ge(a)

< V2 (A))] sup 3

2] 1'ued
Oa;; 2
= V¢ (A(x))]|  sup Z Zauﬁzy > (x)
aER,BES i=1 ued

Using the third bound from Lemma [5.4 and the definition of v;(z), we now
get

¢ Oa;; aakl
uzve:Jzy%l: 1au v@al ol (4@)) 8;1:Z () Aty (33)‘
< o[ A(@) [y ().

Combining the bounds obtained in the last two steps, we have

IV2g(2)| < 72(2) f1(|A2)]]) v/rank(A(2)) + 7 () f2([| A2))

= no(x).
Finally, since g is defined on a real domain, therefore VReg = ReVg and
V?Reg = ReV?g. Thus, [[VReg(z)|| < [[Vg(z)| and |[V*Reg(z)|| <
|V2g(z)||. The proof is now completed by using @0), @I)), and @2) to

bound k1, kg, and k9 in Theorem The second part follows from the
second part of Theorem O

sup
a,a’ eR

(22)
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