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Problem 1 (CONVERGENCE IN PROBABILITY)

Let X1, Xo,---,X,, - be independent, identically distributed random variables drawn from
X ={0,1,2,3,4,5} according to the probability distribution {8/23,6/23,4/23,2/23,2/23,1/23}
which is ordered according to X above.

Define Y;, = 2 log p(X1, Xa, -+, X,,), and Z,, = 2 3" | X2.

(a) Does Y,, converge in probability? If so, calculate the value Y it converges to.
(b) Does Z,, converge in probability? If so, calculate the value Z it converges to.

(c) Compare Z and (E[X])? and explain why that relationship holds for an arbitrary choice
of X and p(x).

Problem 2 (INiTiAL CONDITIONS OF A MARKOV CHAIN)

Suppose {X;} is a Markov chain, i.e., Xo < X; < --- < X,,. In other words

p(z0, ..., xn) = p(xo)p(z1|z0) . .. P(X0|TH—1).

Show that H(Xo|X,) > H(Xo|X,—1). In other words, the initial conditions of the Markov
chain becomes more and more difficult to recover as time (or process {X;}) unfolds.

Problem 3 (PrREDICTION OF FUTURE BLOCK FROM PAST BLOCK)

For a stationary stochastic process, show that
. 1
lim —I(Xl,XQ ce aXn§Xn+1> e ,Xgn) =0.
n—oo 21

This can be interpreted that asymptotically, the dependence between adjacent n-length blocks
of a stationary process grows sub-linearly in n.

Problem 4 (AvTernaATIVE VIEW OF AEP)

Let X1, Xo,... be independent, identically distributed random variables drawn according to the
probability mass function p(z),z € {1,...,m}. Thus we have p(z1,2z2,...,2,) = [[] p(zs).
We know that from the law of large numbers that —% logp(x1,...,2,) — H(X) in probability.
Let q(x1,22,...,2n) = [12; q(x;), where ¢ is another probability mass function on {1,...,m}.

(a) Evaluate lim, —% log q(x1,xa,...,2,), where X1, Xo, ... are i.i.d. according to p(z).

(b) Now evaluate the limit of the log-likelihood ratio lim,,_. —2 log %, when X1, X, ...

are i.i.d. according to p(x). Thus we have another interpretation of a familiar information-
theoretic quantity in terms of the odds of favoring ¢ when the true distribution is p.



