Information Theory and Coding EPFL Winter Semester 2008220
Prof. Suhas Diggavi Handout #20, Tuesday, 02 November 2008

Homework Set #9
Due 15 December 2008, before 12:00 noon, INR 031/032/038

Problem 1 (CONDITIONAL DIFFERENTIAL ENTROPY OFGAUSSIAN RANDOM VECTORSY

Consider the zero-mean jointly Gaussian random variaklesdY with covariance matrix
2
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(@) Findf(x|y).
(b) Using (a), findh(XY).

(c) Interpreth(X|Y) for p = 0andp = 1.
(d) Now assume thatX,Y) are jointly Gaussian random vectors with zero mean and Eowe
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E Xtyt )| = P12 ),WhereXt is the transpose of thX. Find f(X|Y).

(e) Use (d) to findh(X]|Y).

Problem 2 (ParALLEL GAusSIAN CHANNEL)

Consider the Gaussian channel shown in Fig. 2 wigre- A (0, N1) and Zy ~ N(0, N2) are inde-
pendent Gaussian random variables &he: X; + Z;.

Zy ~ N(0,Ny)

Figure 1: Parallel Gaussian channels



We wish to allocate power to the two parallel channels. 3;ednd3; be fixed. Consider a total cost
constraint, P, + B2 P> < 3, whereP,; is the power allocated to theth channel ang; is the cost per
unit power in the channel. Thug; > 0 and P, > 0 can be chosen subject to the cost constraint

(a) For what value off does the channel stop acting like a single channel and stamgdike a pair
of channels?

(b) Evaluate the capacity and finfgl and P, that achieve capacity fgp; = 1, 52 = 2, N1 = 3,
Ny =2andj = 10.

Problem 3 (Two-Look GaussiaN CHANNEL)
Consider the ordinary Gaussian channel with two correlbteks atX, that is,Y = (Y7, Y3), where

Yi=X+2,
Yo=X+2,

with a power constrainP on X, and(Z;, Z,) ~ N2(0,K), where
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Find the capacity for

X — F——— (Yl,YQ)

Figure 2: Two-look Gaussian channel

(@p=1
(b) p=0
© p=-1

Problem 4 (INTERMITTENT ADDITIVE NOISE CHANNEL)

Consider the channéf; = X; + Z;, whereX; is the transmitted signal with average power constraint
P, Z; is independent additive noise, akigis the received signal. Let

P 0  with probability
" | Z* with probability 2,
whereZ* ~ N(0, N). Thus,Z has a mixture of a Gaussian distribution and a degeneratédison
with massl at0.

(a) What is the capacity of this channel? This should be ssplgasurprise.

(b) How would you signal to achieve capacity?



