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Problem 1. (30 points.) We design a Huffman code for a source U , where Pr(u) for each
source letter is an integer power of 1/2.

(a) (6 points) Show that the Huffman code will have an expected codeword length that
is identical to the entropy of the source. [Hint: there is no need to run the Huffman
algorithm, find a set of codeword lengths that meets the Entropy bound and satisfies
the Kraft inequality.]

Consider a discrete stationary source, . . . , X−1, X0, X1, X2, . . . . Assume for simplicity
that all the probabilities of interest are integer powers of 1/2. We consider two alternative
source coding methods:

Method 1: We take consecutive pairs . . . , (X1, X2), (X3, X4),. . . , (X2k−1, X2k),. . . , and
encode each pair using the Huffman code for the pair.

Method 2: We encode each Xk using a Huffman code based on the conditional probability
of Xk given the value of the preceding source letter Xk−1. (Note that one needs, in
general, |X | different Huffman codes, one per each possible preceding letter.)

(b) (8 points) Find the expected codeword length per letter for method 1.

(c) (8 points) Find the expected codeword length per letter for method 2.

(d) (8 points) Which of the two methods is better?
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Problem 2. (35 points) Consider an additive noise channel Y = X + Z where X is the
input of the channel, Y is the output of the channel and Z is noise. The set of inputs to
the channel are non-negative real numbers. Furthermore, the channel input is contrained
in its average value: a codeword x = (x1, . . . , xn) has to satisfy

1

n

n∑
i=1

xi ≤ P.

This translates to a constraint E[X] ≤ P when we are trying to maximize the mutual
information I(X; Y ). The noise Z is independent of the input X, and has the exponential
distribution with E[Z] = 1, i.e.,

fZ(z) =

{
exp(−z) z ≥ 0

0 else.

(a) (5 points) The capacity of this channel is given by

C = max
X:E[X]≤P

X is non-negative

I(X; Y ).

Express the mutual information in terms of the differential entropy of Y and the
differential entropy of Z.

(b) (5 points) What is the differential entropy of Z?

(c) (4 points) For a random variable X that satisfies the input constraints, what are the
constraints on the range and the expectation of Y ?

(d) (8 points) Find the maximum possible differential entropy of Y subject to the con-
straints you found in part (c). Show that the capacity is upper bounded by

C ≤ log(1 + P ).

(e) (8 points) Show that if X has density

fX(x) =

{
µδ(x) + (1− µ)µe−xµ x ≥ 0

0 else,

then Y = X + Z is a non-negative random variable with density fY (y) = µe−yµ,
y ≥ 0. [Recall if A and B are two independent random variables with densities fA

and fB, the density of their a sum C is given by fC(c) =
∫

fA(a)fB(c− a) da.]

(f) (5 points) Conclude that the upper bound of part (d) is actually an equality, i.e.,

C = log(1 + P ).
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Problem 3. (35 points) Consider a discrete memoryless channel with input alphabet X =
{0, 1}, output alphabet Y = {0, 1} and Y = X + Z mod 2, where Z is independent of X
and

Pr(Z = 0) = 1− ε, Pr(Z = 1) = ε.

Assume that 0 ≤ ε < 1/2.

(a) (5 points) What is the capacity of this channel and what is the input distribution
with which this capacity is achieved.

(b) (8 points) Consider a code with only two codewords, u = (u1, . . . , un) and w =
(v1, . . . , vn), and let d be the number of places u and w differ. Suppose that the
decoder is the minimum distance decoder: if y is the received sequence, it finds out
which of u and w is closest to y in the Hamming distance, and declares that one. If y
is equally close to u and w, we assume that the decoder makes an error. Recall that
the Hamming distance between two sequences is the number or places they differ.

Suppose that u and w differ in their first d positions. Show that

Pr(Error) = Pr

( d∑
i=1

Zi ≥ d/2

)
.

where Z = (Z1, . . . , Zd) is the first d elements of the channel noise sequence.

(c) (10 points) The Chernoff bound says that for a sequence of i.i.d. random variables
Z1, Z2, . . . ,

Pr

( d∑
i=1

Zi ≥ dα

)
≤

(
e−sαE[esZ1 ]

)d

,

for any s > 0. Use this bound with es = (1− ε)/ε to show that

Pr(Error) ≤
[
4ε(1− ε)

]d/2
.

(d) (8 points) Assuming that d is odd, show that

Pr(Error) ≥
(

d

(d + 1)/2

)
ε(d+1)/2(1− ε)(d−1)/2.

(e) (4 points) Assuming that the codewords are drawn randomly with the codewords
chosen independently, and each entry of the codewords chosen independently with
the distribution found in (a), what is the expected value of d?
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