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Problem 1 [Hypothesis Testing — 20 pts]
(a) The MAP rule for the binary case
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We have,
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By visual inspection of Figure 1, it is seen that the right-hand side of (2) is > 1
when y > 1 (since in this case fyy(y + 1) = 0 and fiy(y — 1) > fiww(y)). Similarly,
the right-hand side of (2) is < 1 when y < 0 (since in this case fyr(y —2) = 0 and
fw(y) > fw(y —1)). Therefore it is sufficient to consider 0 < y < 1 to find the
threshold. In this case we have
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Solving (5) we get y = 1/2. 1



Figure 2:

(b) First consider the case Z = W. By symmetry (see Figure 2), it is easy to argue
that in this case the error probability P (t) is symmetric in ¢, and the threshold
minimizing the error probability is ¢ = 0. More precisely, P, (t) is given by
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Computing this integral for positive values of ¢ we get
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(You do not have to the compute (6) exactly, as long as you make the following
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observations:) By symmetry we have P, o(t) = P.o(—t). Also note that P o(t) is
increasing in |t|. Now consider the case Z = W + 1. We see in Figure 3 that the
symmetry is preserved and the densities are merely shifted right by 1, therefore
it is easily argued that P.(t) is of the same shape as P, (t), symmetric around
t =1 and increasing in |t — 1|. Therefore the functions P, o(t) and P, 1(t) take the
form in Figure 4. It is seen in this figure that max{P@O,PeJ} is minimized when
P, o(t) = P. 1(t). Due to symmetry, equality is attained at ¢t = 1/2.
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Problem 2 [Proper Vectors - 20pts]

(a) We can write:

1 1.
hs 7(f) = ot §Slgn(f)
where
1 for f>0
sign(f)=<¢ 0 for f=0
—1 for f <O

Then, we obtain:

Er(f) = V2xr(fhs#(f)

= V2zr(f) B + %Sign(f)}

25(f) | wr(f)

V2 V2

sign(f)

The first term of the last line is symmetric in f (Fourier transform of a real-valued
signal is symmetric). So the second term is anti-symmetric, so its inverse Fourier
transform is a purelly imaginary signal. Hence, by taking the inverse Fourier trans-

form, z(t) equals z() plus an imaginary term. So z(t) = v2Re {&(t)}.
V2

(b) Z(f) = V2Zz(f)h> #(f) implies that

\/_/+OO Z(t — a)da
Then, the pseudocovariance of Z (t) is
E [Z(t)Z(s)] = [\/—/+OO Z(t — ) doz\/_/+oo )Z(s — B)dp
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since hs 7(f)hs 7(—f) = 0 for all frequencies except for f = 0. Rz(:) is the

autocorrelation of Z(t) and Sz(f) is its Fourier transform. We have also used the
fact that hs 7(f) = fa hs (a)e 727 feda,

Hence the integral vanishes. Thus Z (t) is proper.
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(d)

E[Zp(t)Zp(s)] = B|Z(t)e 72 Z(s)e=72hov]
= IRUEIE | Z(1)2(s)]
= 0.

(We could have simply argued that Zg(t) is proper since it is obtained from the
proper process Z(t) via a linear tranformation).

From point (c) we have

0=E[Zp(t)Ze(s)] = E[Re{Zp(t)}Re{Zp(s)} —Im{Zp(t)} Im{Zp(s)}]
+JE [Re {Zp(t)} Im {ZE(s)} + Im {Zp(t)} Re {Zk(s)}]

implies

E[Re{Zp(t)} Re{Zp(s)}] = E[lm{Zp(1)} Im{Zp(s)}]
We compute the autocorrelation of Zg(t):

ElZe(t)ZE(s)] = E[Re{Zg(t)}Re{Zg(s)} +Im{Zp(t)} Im {Zx(s)}]
—JE[Re{Zp(t)} Im{Zg(s)} — Im {Zp(t)} Re {Zx(s)}]

and observe that if the power spectral density of Zg(t) is symmetric (that is Sz (fo—
f)=5Sz(fo+ f)), the autocorrelation of Zg(t) is real-valued. Thus

ERe{Zp(t)} Im{Zp(s)} — Im{Zp(t)} Re {Zp(s)}] =0
On the other hand, from point (d) we have
ERe{Zp(t)} Im{Zp(s)} + Im{Zp(t)} Re {Zp(s)}] =0
The last two expressions imply
ERe{Zp(t)} Im{Zp(s)}] = E[Im {Zg(t)} Re{Zg(s)}] = 0

which says that the real and imaginary parts of Zg(t) are uncorrelated. But since
they are Gaussian, this implies that they are independent.



Problem 3 [Viterbi Decoder — 20pts]

(a) The MAP rule is given by

arg ?aXPU?‘yfn (uf | 47"
Uy

= argmax PY12n|Uf (v | uf)
uy
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= argmax I Py, v, (y2i-1 | wi)Pyy v, (Vi | wi,ui1)

n
uy

= arg max I f(y2i—1,wi) f(y2i, wi + wi—1)

Uy
We have used the short notation x} for the vector (z1,xg,...xy).

(b) Taking the log of the above MAP rule, we get the MAP rule as
arg maXZ log(f(y2i—1,u:)) + log(f (yi, wi + ui—1))
S

The trellis section for the ith bit is given by
2loge

0 IOg 6(1 — 6) 0
Figure 5: Branch metrics for y9; 1 = 0,y9; = 1

(c) If the priors are not uniform then the trellis changes to
2loge + logp1

log

0 loge(1 —€) + logpo 0

Figure 6: Branch metrics for yo;_1 = 0,4y2; = 1 with unequal priors



Problem 4 [Estimation — 20pts]
Let w be any linear estimator and w,y; the linear estimator which satisfies the relation

E [eopt (k)y* (k —n)] =0, for all n
where eopi(K) = 2(k) = opt (k) = 2(k) — wopu(k) + y(k) = 2(k) — 5, wope(m)y(k — n).

The estimator w has an estimation error:

e(k) = x(k) —a(k) x y(k) = z(k) = Y_@(n)y(k —n).

n

Then
E[le(k)?] = E[le(k) — eopt(k) + eopt(k)[*]
E [|e(k) = eopt(k)*] + E [|eopt (k)[*] + 2Re {E [(&(k) — eopt (k)™ €opt(F)]}
= E[|e(k) = eop(F)’] +E [leop(F)[]

+2Re {E K:c(k) =S )k —n) — (k) + 3 wop(n)y(k — n>> eoptw)] }

= E[J(k) = eopt(k)[2] + E [Jeom (k)]
> E[|€0pt(k)|2]'

where we have used the property of the optimal estimator, that is, E [eqp (k)y* (kK — n)] =0
for all n.

Therefore we get the “if” part directly due to the inequality E [|é(k)|*] > E [|eqp(k)|?].
We get the “only if” part noticing that we need for optimality of any other estimator
E [|é(k) — eopt(K)|*] = 0, which means é(k) = ept(k). This implies that Y, w(n)y(k —
n) =Y, Wept(n)y(k —n), resulting in w(n) = wep(n) for all n.



Problem 5 [Equalization — 20pts]

(a)
rey(n) = Elz(k)y*(k —n)]
k) <HpH doa (8)a (k—n—s)+ 2 (k- n))]
= lpll Z E [w(k‘);*(S)] ¢ (k—n—s)+E[z(k)z"(k —n)]

= [[pl|E [lz(k)[*] ¢*(—n)
= ||pl|€zq(n)

since E [z(k)x*(s)] = &, for k = s and 0 otherwise.

ryy(n) = Ely(k)y"(k —n)]
(HPHZ ) (HPHZHU —n—8)+2*(/€—n)>]
= |pl]? ZZE = D" (k —n—s)+E[z(k)z"(k — n)]

= |pl]? ZE — g (k —n—1) + q(n)No
= |lpl]? Z&:q —Dg(n — (k—1)) + q(n)No
= |pl]? Zé’xq (n—1) + q(n)No

= |lpl]? €xq( ) *q(n) + q(n)No.

Say(D) = D{rzy(n)}
= D{llpll€zq(n)}
= llpll&2:Q(D)

Syy(D) = D{ryy(n)}
= D {llp|[*€q(n) * q(n) + q(n)No}
= [Ipl’£:Q(D)Q(D) + Q(D)No
= |Ipl*£:Q*(D) + Q(D)No



= Eleopt(F)y"(k —n)] = E[(@(k) = wopt(k) * y(k))y" (k — n)]
= E|(z(k) - ; wopt(Dy(k = 1)y*(k — n)
= Efz(k)y"(k—n)] - Zl: wopt(NE [y(k — Dy* (k —n)]
= 7ay(n) = D wopr(Dryy(n = 1)
= ray(n) — wlopt(n) * ryy(n)

S0 Tgy(n) = wept(n) * ryy(n). Or in D-domain Sgy(D) = Wy (D)Syy (D). The
optimal filter W, (D) is

Wom(D) =

|Ipl|€:Q(D)
IPI*€.Q2(D) + Q(D)No




