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Problem 1. (15 pts)

(a) Let X1, X2, . . . , Xn be a sequence of n > 1 binary i.i.d. random variables with Pr{Xm =
0} = 1

2
. Let Z be a parity check on X1, . . . , Xn; i.e., Z = X1 ⊕X2 ⊕ · · · ⊕Xn.

(i) Is Z independent of X1?

(ii) Are Z,X1, . . . , Xn−1 independent?

(iii) Are Z,X1, . . . , Xn independent?

(iv) Is Z independent of X1 if Pr{Xm =
0} 6= 1

2
? (You may take n = 2 here.)

(b) Let Z = (Z1, . . . , Zn) denote a jointly Gaussian vector with independent components
each with zero mean and variance σ2, i.e., we have

fZ(z) =
1

(2πσ2)n/2
e−

‖z‖2

2σ2

Let {ψ1, . . . ,ψn} be any orthonormal basis for Rn and let W = (W1, . . . ,Wn) denote
a random vector whose components are the projections of Z onto this basis, i.e, Wi =
〈Z,ψi〉. Show that W has the same distribution as Z.

Problem 2. (12 pts) Consider the binary hypothesis testing problem with MAP decision.
Assume that priors are given by (π0, 1− π0).
(a) Let V (π0) be the overall probability of error. Write the expression for V (π0).

(b) Show that V (π0) is a concave function of π0 i.e., for priors (π0, 1−π0) and (π′0, 1−π′0),

V (λπ0 + (1− λ)π′0) ≥ λV (π0) + (1− λ)V (π′0), ∀λ ∈ [0, 1].

Problem 3. (14 pts) Consider an arbitrary signal set A = {aj(t) : 1 ≤ j ≤ M}. Assume
aj(t) is chosen for transmission with probability pj. Let mA(t) =

∑
j pjaj(t) be the average

signal, and let A′ be A translated by mA(t) so that the average of A′ is zero:

A′ = {aj(t)−mA(t) : 1 ≤ j ≤M}.

Let EA and EA′ denote the average energies of A and A′ respectively.

(a) Show that the error probability of an optimum detector for an additive channel is the
same for A′ as it is for A.

(b) Show that EA′ = EA − ‖mA(t)‖2. Conclude that removing the mean mA is always a
good idea.

Problem 4. (14 pts) In this problem we develop further intuition about matched filters.
Let

Y (t) = x(t) + Z(t)

be the channel output, where Z(t) is additive white Gaussian noise of power spectral density
N0

2
and x(t) is the transmitted pulse. Let h(t) be an arbitrary pulse, and consider a receiver

that passes the received signal through the filter with impulse response h(t) and samples
its output at time T to obtain,

Y = (h ∗ x)(T ) + (h ∗ Z)(T ).



(a) Compute E[(h ∗ Z)(T )] and var
(
(h ∗ Z)(T )

)
.

(b) Let the signal-to-noise ratio (SNR) be defined as

SNR :=
|(h ∗ x)(T )|2

var
(
(h ∗ Z)(T )

) .
Find h(t) that maximizes the SNR. (You may need to use the Cauchy–Schwarz in-
equality.)

Problem 5. (24 pts) The received signal in a communication system is given by

Y (t) = xi(t) + Z(t) i = 1, 2,

where Z(t) is white Gaussian noise of spectral density N0

2
, and x1(t) and x2(t) are two

different signals of equal energy E = ‖x1(t)‖2 = ‖x2(t)‖2, equally probably to be sent.

(a) Let ϕ1(t) =
x1(t)− x2(t)
‖x1(t)− x2(t)‖

. Find ϕ2(t) such that {ϕ1(t), ϕ2(t)} is an orthonormal basis

for the space spanned by {x1(t), x2(t)}.

(b) Implement the optimal receiver using only two filters h1(t) = ϕ1(T − t) and h2(t) =
ϕ2(T − t) (for some T > 0 to ensure causality).

(c) Simplify the decision rule of the receiver as much as possible. Conclude that the receiver
can actually be implemented using only a single filter with impulse response h1(t).

(d) Compute the error probability of the receiver and deduce that it is minimized when
x2(t) = −x1(t).

Problem 6. (21 pts) Consider the vector problem

Y = x+Z

where Z is a vector of jointly Gaussian random variables with zero mean and covariance
matrix Σ, which is assumed to be invertible x is uniformly chosen from the set {x0,x1}.

(a) Using eigenvalue decomposition, a positive-definite matrix Σ can be written as Σ =
ΦΛΦH where Φ is a unitary matrix and Λ a diagonal matrix. Show that we can also
write Σ as Σ = CCH with some C, and express C in terms of Φ and Λ. What is the
covariance matrix of the random vector C−1Z?

(b) Derive the ML decision rule for x based on the observation Y and compute its error
probability.
Hint. First whiten the noise using the result in (a)

(c) Let x0 = (1, 0) and x1 = (0,−1). Give the simplest possible decision rule, sketch
the decision region in the two-dimensional space of Y for the following two different
covariance matrices, and calculate the error probability for each covariance matrix:

Σ1 =

[
1 0
0 1

]
Σ2 =

[
1 1

3
1
3

1

]
.
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